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Introduction

The attached is the text proposal based on R1-03-1245.

Text Proposal

9.1.1.1
Comparison of Centralized and Decentralized Scheduler

In centralized scheduling, the scheduler is located in RNC, and is responsible for simultaneous scheduling of UEs across multiple cells. Thus, it is possible to take into account the impact of each scheduled UE in all cells of its active set. However, the drawback of such scheme is the significant scheduling delay. To reduce the scheduling delays and take advantage of the possible fast scheduling gains, Node-B scheduling is needed. There, the scheduling is decentralized, since the knowledge of the received signal level is available only at the scheduling Node-B, and each Node-B schedules the UEs without considering their contribution to the other cells. Hence, there is an advantage of the decentralized scheduling over the centralized scheduling due to the shorter delays incurred in the scheduling process and the possibility of exploiting the fast scheduling gain, but the lack of knowledge of the impact a UE may have on the other cells’ rise-over-thermal noise (RoT) is a disadvantage.

The following results reflect the comparison of decentralized and centralized scheduler under the Rel-99 assumptions, such as 10 ms TTI, long scheduling period of 200 ms with the uplink request delay and the downlink grant delay uniformly distributed between 60 ms and 100 ms. The objective is to determine the loss due to the partial information availability in the decentralized scheduler, without exploiting any possible fast scheduling gains, and form a benchmark for the gains needed to be provided by faster scheduling.

The system performance is obtained for the channel mix of PA3 30%, PB3 30%, VA30 20% and VA120 20%. Considered scheduler algorithm is Proportional Fair (PF). Scheduler related assumptions are given in Tdoc R1-031004 for decentralized scheduling and in Tdoc R1-031246 for centralized scheduler.

9.1.1.1.1
Results with Full Buffer

10 UEs with always full buffers are dropped in each cell, in a 19 Node-B, 3-cell wrap-around system layout.
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Figure 1: Average cell throughput as a function of average RoT – Full Buffer
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Figure 2: Fairness curve - CDF of the normalized throughput per user – Full Buffer
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Figure 3: Percentage of time the RoT is greater than 7 dB – Full Buffer

9.1.1.1.2
Results with Mixed Traffic Model

The traffic model is a mix of FTP, Near Real Time Video and Gaming users, with 12 users per cell (4 FTP, 4 Video, 4 Gaming users).
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Figure 4: Average cell throughput as a function of average RoT – Mixed Traffic Model
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Figure 5: Fairness curve - CDF of the normalized throughput per user – Mixed Traffic Model
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Figure 6: Percentage of time the RoT is greater than 7 dB – Mixed Traffic Model

9.1.1.1.3
Discussion

Based on the results presented in sections 9.1.1.1.1 and 9.1.1.1.2 it can be seen that for the same average RoT, the centralized scheduler yields a small throughput gain over the decentralized scheduler. Also, while the fairness remains the same, the RoT overshoot (Probability {RoT > 7dB}) is slightly higher in the case of decentralized scheduling. This happens due to the lack of information about the interference a UE causes to the neighbouring cells. This slight degradation represents the a minimum benchmark for the gains to be provided by faster scheduling and other techniques that rely on faster scheduling.
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