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1 Introduction
This document analyses UTRAN complexity for the higher chip rate study item. The complexity of a 7.68Mcps Node B serving 10MHz of spectrum is compared to that of a 3.84Mcps Node B serving 10MHz of spectrum via two cells with contiguous carrier frequencies of “f1” and “f2” It is assumed that the higher chip rate UTRAN is designed according to the reference configuration of TR25.895 [1] at a chip rate of 7.68Mcps.

2 UTRAN deployment comparisons

At 7.68Mcps, a single Node B naturally services cells with 10MHz wide channel allocations.

In order to service 10MHz wide channel allocations with two 3.84Mcps carriers, there are several possible UTRAN implementations and deployments that are possible.
Figure 1 shows a deployment where there is an overlay of 3.84Mcps cells at a frequency f1 above an overlay of cells at a frequency f2 and a separate Node B (with a separate Iub) services each frequency at each cell site. This 3.84Mcps deployment has great flexibility. It is possible to co-locate Node-Bs at the frequencies f1 and f2, however it is also possible to user different cell sites for the two frequencies. Use of a separate set of cell sites for Node Bs at frequencies f1 and f2 might have benefits in terms of coverage, interference mitigation and / or hotspot coverage but will likely have a cost impact in terms of backhaul provisioning, cell site acquisition and maintenance. It is thus assumed that 3.84Mcps Node Bs at frequencies f1 and f2 would be co-located.
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Figure 1 - Separate Node B services each 3.84Mcps cell

Figure 2 shows a deployment where 3.84Mcps cells at frequencies f1 and f2 are integrated into a single Node B (a single Iub supports cells at both frequencies). In this case, the Node B might consist of a common backplane supporting a single Iub connection to the RNC and the ability to insert several “cell cards” into the backplane. Each cell card might have its own radio interface or might use a common radio interface. The cells would typically share antennas, LNAs and power amplifiers. In the limit, the functionality labeled “cell card f1” and “cell card f2” could be integrated into a single piece of equipment (such as a circuit board that supports both f1 and f2 at the same time).
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Figure 2 – Serving cells at f1 and f2 from the same 3.84Mcps Node B
It is apparent that the deployment illustrated in Figure 2 is more akin to a 7.68Mcps deployment (Figure 3) and the complexity analysis will thus compare a 7.68Mcps UTRAN to the implementation illustrated in Figure 2.


[image: image3]
Figure 3 - Serving 10MHz of bandwidth with 7.68Mcps cells

3 Node B related complexity

3.1 Physical layer complexity
An analysis of UE complexity has been performed in [2]. The analysis of Node B complexity follows the complexity analysis performed in that document.
Schematic diagrams illustrating the Node B physical layer functional blocks at 7.68Mcps and 3.84Mcps are shown in Figure 4 (7.68Mcps) and Figure 5 (3.84Mcps). These figures show the hardware required to service 10MHz of spectrum at the chip rate of 7.68Mcps and at the chip rate of 3.84Mcps. As per Figure 2, it is assumed that a 3.84Mcps Node B serves two frequencies (f1 and f2) in the 10MHz spectral allocation.
The following are immediately apparent from Figure 4 and Figure 5:

· a single joint detection / channel estimation function can serve 10MHz of spectrum at 7.68Mcps whereas two joint detection / channel estimation functions are required at 3.84Mcps.

· a single spreading / modulation function can support 10MHz of spectrum at 7.68Mcps whereas two such functions are required at 3.84Mcps

· if the cell throughput of a single 7.68Mcps TDD system were the same as that of twin parallel 3.84Mcps systems, the transport channel processing requirements would be the same at both chip rates. However, system simulations show that the cell throughput of a 7.68Mcps TDD system is up to 10% greater than that of parallel 3.84Mcps systems, thus the transport channel processing requirements at 7.68Mcps may be greater at the higher chip rate.

· the 3.84Mcps Node B requires channel separation stages to separate the output of the 3.84Mcps radio into sample streams for the cells at f1 and f2. Channel combination functionality is also required.
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Figure 4 - Schematic diagram of 7.68Mcps NodeB serving 10MHz of spectrum
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Figure 5 - Schematic diagram of 3.84Mcps NodeB serving 10MHz of spectrum via two cells at frequencies f1 and f2
The complexity of the various functional blocks within the Node B are analysed below.

Joint detection / channel estimation

The Node B joint detection problem is similar to the UE problem, however the Node B must joint detect all UL-DPCH, PUSCH and HS-SICH timeslots. In [2] it is shown that joint detector complexity at 7.68Mcps is approximately 5.3 times greater than at 3.84Mcps when all timeslots are joint detected. Furthermore, channel estimation is found to be four times as complex at the higher chip rate, though this complexity is not especially significant in comparison to the complexity of the joint detector.
A single 7.68Mcps Node B joint detector can service 10MHz of spectrum at 7.68Mcps, whereas two 3.84Mcps joint detectors are required to service 10MHz of spectrum at 3.84Mcps. The joint detection / channel estimation complexity of a 7.68Mcps Node B is thus approximately 2.6 times greater than that of a 3.84Mcps Node B (each Node B serving 10MHz of spectrum).

Spreading / Modulation
Spreading and modulation at the Node B is greatly simplified if the spreading operation and the operation of multiplication by gain factors are combined (such that the gain factors themselves are replicated: this technique is applied for the UE in [2]). The remaining complexity in the spreading / modulation function then exists in summation of the codes.
In the 7.68Mcps Node B, up to 32 codes each of length 5120 chips must be summed. In the 3.84Mcps Node B (serving frequencies f1 and f2), 2 ( 16 = 32 codes of length 2560 chips must be summed. The spreading / modulation complexity of the 7.68Mcps Node B is thus twice as great as for the 3.84Mcps Node B, though this complexity is not significant in itself (the complexity consists of a set of additions).

RRC filter
Since two RRC filters are required in a 3.84Mcps Node B serving two frequencies and a single RRC filter operating at twice the rate is required for a 7.68Mcps Node B, the complexity of RRC filtering for the 7.68Mcps Node B is the same as that for the 3.84Mcps Node B serving two frequencies.

Transport channel processing

The complexity of the transport channel processing function is dependent on the cell throughput if it is assumed that the transport channel processing functions can be efficiently switched between UE contexts in the Node B. 

If the Node B is designed to support theoretical peak cell throughput (occurring when there is active traffic for multiple UEs all experiencing very favourable channel conditions), then the transport channel processing complexity of the 7.68Mcps Node B is identical to that of the 3.84Mcps Node B serving two frequencies.
If the Node B is designed to support a multiple of the mean cell throughput (e.g. assuming UEs served by the cell experience differing C/Is and differing channels), then the transport channel processing complexity of the 7.68Mcps Node B is somewhat greater than that of the 3.84Mcps Node B serving two frequencies (by virtue of the higher cell throughput at the higher chip rate : [1] section 5.3.2.5.4 indicates that the cell throughput at 7.68Mcps may be of the order of 10% greater at the higher chip rate).
Overall baseband processing complexity

The impact of increased joint detector complexity in the Node B is less than in the UE due to the increased transport channel processing requirements in the Node B. The relative increase in Node B baseband processing complexity due to increased joint detector complexity will thus be less than the relative increase in UE baseband processing complexity. It can be assumed that Node B baseband processing complexity will thus increase by approximately 25-30% at 7.68Mcps (given that UE complexity increases by 33%).
Buffering

The Node B needs to buffer data for the purposes of transmission and reception. This requirement is most clearly evident for the case of HSDPA where data must be ready for the Node B to transmit if the HSDPA scheduler decides to schedule a particular UE.

[1] section 5.3.2.5.2 indicates that of the order of 30-40% more UEs may be supported at a given packet call rate at 7.68Mcps compared to parallel 3.84Mcps cells. The buffering requirement of a 7.68Mcps Node B is thus approximately 30-40% greater for a 7.68Mcps Node B than for a 3.84Mcps Node B serving two frequencies. 
HS-SCCH Encoding
The reference configuration states that a 7.68Mcps UE must decode up to M=8 HS-SCCH. UTRAN may however allocate each UE with an HS-SCCH set size of less than 8 (for example, UTRAN may allocate an HS-SCCH set size of 4 – matching the maximum number of HS-SCCH that the UE is required to decode). The reference configuration requirement that the UE must decode up to M=8 HS-SCCH thus has no UTRAN complexity implication.  
3.2 Interface complexity

The Iub interface may be dimensioned either according to maximum Node B throughput or a multiple of mean Node B throughput. The maximum theoretical Node B throughput of a 7.68Mcps Node B is the same as that of a 3.84Mcps Node B supporting two frequencies. The mean throughput of a 7.68Mcps Node B is approximately 10% greater than that of 3.84Mcps Node B supporting two frequencies.
The possible increase in Iub capacity required to support FP traffic at the higher chip rate is somewhat counteracted by a reduction in NBAP traffic at the higher chip rate for two principal reasons :

· only a single cell (covering 10MHz of spectrum) needs to be controlled at 7.68Mcps, whereas two 3.84Mcps cells must be controlled at 3.84Mcps
· there will be fewer inter-frequency handovers at 7.68Mcps

Overall, there will be a minimal increase in Iub complexity at 7.68Mcps compared to 3.84Mcps.
3.3 Radio complexity

The radio receiver for the 3.84Mcps Node B serving two contiguous frequencies could be designed based on a wideband receiver (e.g. a receiver of bandwidth 10MHz). Filtering (labeled “channel separation” in Figure 5) could then be performed in the digital domain to separate the 3.84Mcps carriers. If this design were adopted, the complexity of the radio frequency portion of the 3.84Mcps Node B receiver would be similar to that of the 7.68Mcps Node B receiver, though extra digital filtering would be required in the 3.84Mcps Node B to separate the two frequencies of the two cells.

The two 3.84Mcps carriers could be combined prior to the Node B power amplifier. Each 3.84Mcps carrier would be transmitted at the same power level as the 7.68Mcps carrier (noting that the spreading factor used at 7.68Mcps is double that at 3.84Mcps). The 3.84Mcps Node B would then require a wideband power amplifier with twice the output power of the 7.68Mcps Node B.
A 3.84Mcps Node B serving two contiguous frequencies would typically use the same number of antennas as a single 7.68Mcps Node B serving a single frequency.
4 RNC Complexity

4.1 Throughput

RNCs will have to support a higher mean data rate when connected to 7.68Mcps Node Bs than when connected to 3.84Mcps Node Bs (supporting twin frequencies) due to the increased cell throughput at 7.68Mcps compared to 3.84Mcps (the cell throughput at 7.68Mcps is of the order of 10% greater than that of parallel 3.84Mcps systems under certain channel conditions [1]).
4.2 Buffering / Scheduling 

For Release 5 HSDPA capable Node Bs, buffering and scheduling of downlink data for HS-DSCH are performed in the Node B. Buffering and scheduling of uplink data on the USCH is performed in the RNC. Typically 30-40% more HSDPA users can be supported by a single 7.68Mcps system than by parallel 3.84Mcps systems, thus USCH buffering requirements in the RNC will typically increase by 30-40% In addition to the buffering requirement for USCH, RNCs will have to support more UE instances at 7.68Mcps for downlink data (either buffers for scheduling of DSCH data or buffers to transmit HS-DSCH data to Node Bs). 

The RNC buffering requirement at 7.68Mcps is thus greater than at 3.84Mcps due to the larger number of UEs supported at the higher chip rate.
Twice as many cells are supported at 3.84Mcps than at 7.68Mcps, thus twice as many RRM instances are required at 3.84Mcps than at 7.68Mcps.

4.3 Interfaces
The higher mean data rate that 7.68Mcps systems support leads to a requirement for slightly higher interface speeds on the Iub, Iur and IuPS / IuCS interfaces. These interfaces need to be approximately 10% faster at 7.68Mcps compared to 3.84Mcps. 
5 Overall UTRAN Complexity Increase

For a UTRAN that services a given spectral resource (for example, a UTRAN that services 2 3.84Mcps carriers or a single 7.68Mcps carrier), Node B baseband processing complexity at 7.68Mcps is approximately 30% greater than at 3.84Mcps; other aspects of Node B and RNC complexity are similar at 7.68Mcps and 3.84Mcps. There are areas where there is a complexity increase at 7.68Mcps due to either the increased throughput that 7.68Mcps systems support (approximately 10%) or the increased number of users that these higher chip rate systems support. Specific areas where such a UTRAN complexity increase may be seen are :

· Node B transport channel processing may require 10% more throughput at 7.68Mcps

· Node B buffering may need to be increased to support an increase of 30-40% in terms of number of users

· Iub, Iur and IuPS / IuCS interfaces may need to be dimensioned to support an increased throughput of 10% at 7.68Mcps
· RNC throughput may increase by 10% at 7.68Mcps

· RNC buffering may increase by 30-40% to support the greater number of USCH / DSCH and USCH / HS-DSCH users that can be serviced at 7.68Mcps

6 Conclusion

Node B baseband processing complexity is approximately 30% greater at 7.68Mcps. Other aspects of Node B and RNC complexity are similar at 7.68Mcps and 3.84Mcps. Node Bs and RNCs may have to be dimensioned to support a 10% greater cell throughput and 30-40% more users at 7.68Mcps.

[3] contains a text proposal on UTRAN complexity for TR25.895 [1]. 
7 References

[1]
TR25.895 v1.2.2 “Analysis of higher chip rates for UTRA TDD evolution”
[2]
R1-031286 “UE Complexity Analysis for Higher Chip Rate TDD SI”. RAN1#35. Lisbon, Portugal. 17-21 November 2003. IPWireless.
[3]
R1-031289 “Text Proposal on UTRAN complexity for Higher Chip Rate TDD SI”. RAN1#35. Lisbon, Portugal. 17-21 November 2003. IPWireless.
DAC





ADC





wideband radio





channel combination





channel separation





cell A serves 5Mhz at f1





RX TrCH proc





RX TrCH proc





TX TrCH proc





TX TrCH proc





spread / mod





RRC filter





10 MHz





10 MHz





10 MHz





freq





y











Iub





Iub





RX TrCH proc





Node B





RX TrCH proc





IuPS





Node B





RNC





x





5 MHz





5 MHz





cell card f2





cell card f1





cell card f2





Node B





cell card f1





IuPS





NodeB f1





NodeB f2





NodeB f2





NodeB f1





RNC

















single 7.68Mcps Node B serving 10MHz














RX TrCH proc





TX TrCH proc





TX TrCH proc





TX TrCH proc








spreading modulation





RRC filter





DAC





ADC





radio





Joint detection / channel estimation





IuPS





Node B





RNC





5 MHz





5 MHz





5 MHz





5 MHz





5 MHz





JD / CE

















5 MHz





5 MHz





5 MHz





freq





y





x





cell B serves 5Mhz at f2





RX TrCH proc





RX TrCH proc





TX TrCH proc





TX TrCH proc





spread / mod





RRC filter





JD / CE








