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1 Introduction

A link error prediction method based on Quasi-Static method, referred to in this document as QSM, was used for evaluating the success or failure of data transmissions, i.e., link error prediction, in downlink system simulations for HSDPA. However, the uplink differs from the downlink in the strength of the pilot and hence the effect of a weaker pilot on link performance needs to be assessed. 

In QSM, actual short-term FER curve and AWGN reference curve do not have the same slope, and different penalty needs to be applied for different Eb/Nt. Furthermore, QSM does not handle HARQ gains (time diversity gain for Chase combining, and coding gain and time diversity gain for incremental redundancy (IR)). To have more precise results in QSM, the following reference curves are needed: 

1. Different channel models
2. Multiple re-transmissions in HARQ. Even with multiple references, it does not have good prediction of the performance if target SNR’s among multiple transmissions’ are not the same
3. Different frame duration. The effective frame duration in IR varies based on the number of re-transmissions.
The proposed link error prediction (LEP) method in this contribution covers the additional three cases above by using one AWGN reference curve per transport block size and coding rate. It is not a penalty-based method, and predicts the FER over broad ranges of target FER or symbol SNR based on a new SNR metric based on Shannon’s channel capacity formula to reflect the performance loss due to channel gain variations. This new metric allows the performance loss due to different fading channels and diversity gain due to multiple transmissions to be accounted for. In addition, it has been shown to yield good prediction performance on both Chase combining and IR.

In the next section, the equivalent modulation symbol SNR due to weak pilot SNR is derived. Without this derivation, multiple reference curves for all possible pilot SNR’s are necessary. Then the new metric based on channel capacity formula is derived, and the proposed LEP methods are described.

2 Effective Modulation Symbol SNR due to Weak Pilots

Effective modulation symbol SNR due to weak pilot is derived as follows. It is a function of channel estimation SNR. Assume the minimum time unit in system level simulation is a slot. Then, there is one representative modulation symbol and channel response per slot. Of course this is not the real situation, but it is a convenient assumption for the following analysis.

The signal at the transmitter is 
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is the average transmitted modulation symbol energy of i-th slot, and X is unit energy complex symbol.
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in QPSK. We assume there is no path loss. Then the received signal at i-th slot and p-th path 
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is complex channel gain at i-th slot and p-th path, and 
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is complex additive Gaussian noise with variance 
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be the estimated channel gain, and can be expressed as
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where
[image: image12.wmf]p

i

,

h

is the channel estimation error with variance 
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be the channel estimation SNR, then 
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With de-rotation, the recovered signal
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The first term is signal component and remaining three terms are noise components. Assume that modulation symbol noise 
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 are mutually uncorrelated. Effective noise variance after derotation is 
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. At the RAKE receiver, signal components are coherently added and noise components are non-coherently added. Let 
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 be the recovered signal after derotation and RAKE combining at the i-th slot. Then the modulation symbol signal to noise ratio at the i-th slot is
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where P is total number of multi-path.

3 Convex Metric based on Channel Capacity Formula

The quasi-static method (QSM) obtains the average frame 
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 per slot and by looking up the corresponding frame FER from a reference curve. However, having the same average frame 
[image: image25.wmf]t

b

N

E

/

, the channel with less variation shows better performance than the channel with more variation. Consequently, AWGN channels and slowly varying channels have better error performance compared to fast varying channels. Since the existing QSM does not take this second order statistics into account, a new performance metric, which is based on Shannon’s channel capacity formula, is proposed. Consider a deterministic fading channel where we know the channel response. Piece-wise AWGN channels can then approximate the fading channel. Then the channel capacity of the frame can be calculated as
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where C is the channel capacity, M is the number of segments that have approximately constant channel response, and Cm is the channel capacity of m-th segment. If we use Gaussian signalling, Cm is expressed by
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where Sm and Nm are the channel energy and AWGN noise variance of m-th segment, respectively. By combining equation (6) and (7), the channel capacity is expressed by
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As we can see from equation (8), C is maximized if all 
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 have the same value. If the variance of 
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 increases, the value of C decreases. This formula can explain the performance degradation due to increased mobile speed, and diversity gain. Diversity gain is obtained by making the channel variations smaller after combining multiple frames. In case of high speed mobile, channel gain within a segment is not constant and channel variations between segments would increase the variance of 
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 as well. However, the variation within a segment is not properly accounted for in the above expression. This can be avoided by making the segment size small enough so that the channel gain is constant over a segment. Furthermore, non-ideal channel interleaver causes additional performance degradation at channels with high gain variations. After all, practical systems do not exactly follow the capacity formula, and we therefore need an adjustment factor in the equation.

The effective SNR, 
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, of a frame has one to one function relationships with channel capacity C, and it is calculated from equation (7) as
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 The modified metric to account for the non-ideal practical systems is expressed as
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Where 
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 is a positive real number. A higher value of Q means more convexity of the capacity formula and more penalties for channel gain variations. Thus 
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 can be considered as a penalty factor.

If we use binary signalling, the mutual information formula in equation (7) needs to be changed. Let 
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 be the noise variance of an AWGN channel. Let 
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 be the transmitted symbol energy, i.e., if s is SNR in dBs then 
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. Assume we transmit a channel bit, X, with signal to noise ratio s dB through the AWGN channel and on the other end of the channel we receive a Gaussian random variable, Y. Let Z be the LLR (log likelihood ratio) value of Y, that is
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Then the variance of Z is 
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 and the mean of Z equals 
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. Using this and the definition of the mutual information, we obtain, after some computations, the following expression

[image: image43.wmf](

)

.

1

log

2

1

1

)

(

)

;

(

2

2

/

)

2

/

(

2

2

2

ò

¥

¥

-

-

-

-

+

×

-

=

=

dv

e

e

J

Y

X

I

v

v

s

s

s

p

s

.                    (11)
Thus there is a one-to-one correspondence between the mutual information and the signal to noise ratio. There is an easy way to compute the function 
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where 
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In a similar fashion, one can determine the inverse of 
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We can express the above equation as 
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where CB means binary capacity. The function f( ) is a one-to-one function. Like equation (10), we have an adjustment factor Q. The modified formula is
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The channel capacity of QPSK modulation is derived in a similar fashion and is approximated by
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Approximate channel capacities for BPSK and QPSK signalling are plotted in Figure 1.
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Figure 1. Approximate channel capacities at BPSK and QPSK signalling (Gaussian signalling case is plotted as a reference).
The key point of using equation (10) or (15) is that we have metric that can account the diversity gain or the performance loss due to channel gain variations. And we may use one AWGN reference curve for all fading channels and multiple re-transmissions of H-ARQ packets. However, it does not cover the effect of weak pilot at reverse link. The effect of channel estimation error due to weak pilot is derived in the previous section, where we may not need multiple reference curves for different pilot SNR’s. As a result, only one AWGN reference curve is necessary for wide ranges of pilot SNR, channel variations and multiple re-transmissions. The enhanced methodology that combines weak pilot effects and channel capacity formula based convex metric is named as “Equivalent SNR Method based on Convex Metric (ECM)”, and is described in the next section.

4 Equivalent SNR Method based on Convex Metric (ECM)

Assume that M is the number of slots, S is number of modulation symbols in each slot, and N is number of information bits. We have all other variables (like channel response, transmission power, noise variances per slot, etc.) available. First, effective modulation symbol SNR due to channel estimation error is calculated. 

For the convenience of notation, we define 
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 as the amplitude of signal component, and 
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 as the variance of noise component on i-th slot. Then, from equation (5), we have
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Then effective 
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And we have the following M effective 
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 values per slot.
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Then the channel capacity of each slot Cm is (assume we use the formula in equation (10). If we use BPSK or QPSK modulation, we use the formulae in equation (15) or (16), respectively) 
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Then we average Cm so that the final capacity C is (from equation (6)).
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Then the new effective symbol SNR over the frame,
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Let 
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, is effective Eb/Nt over the frame, then 
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 can be obtained as


[image: image73.wmf]F

t

s

s

F

t

b

N

E

N

N

E

÷

÷

ø

ö

ç

ç

è

æ

×

=

÷

÷

ø

ö

ç

ç

è

æ

                                                                 (22)

Where 
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 is the number of modulation symbols per information bit. Then we can obtain the FER by applying 
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 to an AWGN reference curve. This procedure is illustrated in Figure 2.
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Figure 2. Overview of ECM procedure (in step 2, we assume Gaussian signaling. If BPSK or QPSK are used, channel capacity formula in equation (15) or (16) has to be used).

Now, we discuss the combining procedure for H-ARQ (Chase combining and IR). First we consider Chase combining case. Lets define 
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 as the signal component and noise component of k-th transmission on i-th slot. Then, 
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where K is total number of transmissions. Then we apply equation (18) for calculating effective 
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 of the i-th slot.  Consider the case of IR.
 Suppose there are total K transmissions and each transmission has h(k) number of slots (where k = 1,2,…,K), and there is no overlapping of transmitted symbols. Then, we apply ECM method as if there is a single transmission of 
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The reference channel code rate is the effective code rate after all K transmissions. If there are overlapping symbols, we apply the Chase combining metric for that overlapping portion. 

5 Procedure for obtaining Q values 

At low mobile speed, it was found that no correction factor Q needs to be applied (Q = 1). However, without correction factor, actual short term FER at high speed mobile is higher than prediction. One of contributing factors is the imperfect channel interleaver/deinterleaver. Thus, at high speed, a correction factor Q of larger than one is necessary.  An empirical method for obtaining appropriate Q values is described in the following:

1. Run actual link level simulation, and obtain the frame error rate results. Apply ECM at the same event and obtain the predicted frame erasure, where wide range of Q values (for example, Q = 1.0, 1.1, 1.2,.,1.9) are tried. Thus there are one actual FER and 10 predicted FER results per event.

2. Plot the actual FER and 10 predicted FERs, and find which predicted FER is closest to the actual FER. The corresponding Q value is the right correction factor.

Here are two examples for obtaining Q values. The number of information bits per frame is 1536, frame duration is 20 ms, channel coding is rate ¼ turbo code, and modulation is BPSK. There are two mobile speeds: 30 Km/h and 120 Km/h. Channel state information is assumed to be perfect so that there is no performance degradation due to pilot estimation error. In Figure 3 and Figure 4, red line is actual short term FER and blue lines are predicted short term FER’s. Among blue lines, smaller Q value causes better performance. Figure 3 shows the LEP results for 30 Km/h mobile, where actual FER matches with the predicted FER at Q = 1.2. Figure 4 shows 120 Km/h case, where Q = 1.1 shows the best prediction. However, Q=1.2 also shows good matching. As a result, we may choose Q = 1.2 for mobiles at both 30 km/h and 120 km/h speed.

[image: image84.wmf]0

0.5

1

1.5

2

2.5

3

10

-3

10

-2

10

-1

10

0

Short term FER prediction: EP=1536, R=1/4, 30 Km/h

Q = (1.0, 1.1, 1.2, ..., 1.9)

Eb/No (dB)

FER


Figure 3. LEP results for 30 Km/h mobile: red line is actual FER and blue lines are predicted FER at different Q values.
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Figure 4. LEP results for 120 Km/h mobile: red line is actual FER and blue lines are predicted FER at different Q values.

6 Summary

A link error prediction method based on equivalent SNR using convex metric, referred to in this document as ECM, is described in this contribution. This method can be used in joint system and link performance studies for Enhanced Uplink. The main idea of this method is a new SNR metric based on Shannon’s channel capacity formula to reflect the performance loss due to channel gain variations. This new proposed method requires only one reference curve for different mobile speeds and multiple re-transmissions in HARQ. It does not need any extrinsic penalties (for example, Doppler penalty), but still produces good prediction results. The advantages of ECM are listed as follows.

a. Incorporated Time diversity gain due to retransmissions in HARQ, 

b. Effects of weak pilot in the uplink are modelled, 

c. Effects of different FER target included: As an example, since FER for AWGN channel and short term FER at fading channel have different slopes, the amount of Doppler penalty is different for different received Eb/Nt. Furthermore, the range of target FER in the system with HARQ is very wide. Thus, applying Doppler penalty only is already quite complicated procedure. ECM does not need to handle any explicit penalties.

In conclusions, based on further discussions and considerations by various companies, the proposed methodology could be accepted as one of the link prediction methods to be employed for simulation studies in Enhanced uplink.  A text proposal could be drafted if needed.

_______________________________________________________________________________________________

7 Reference

[1]      Lucent technologies, “Link Prediction Methodology for System Level Simulations”, R-01-1326, Shanghai, China, Nov 5-8, 2002. 

Step 4. Obtain the FER by applying (Eb/Nt) to an AWGN reference curve





� EMBED Equation.3  ���





Step 3. Calculate the effective (Es/Nt) of the frame, and obtain (Eb/Nt)





� EMBED Equation.3  ���





Step 2. Calculate the channel capacity C of the frame.





(Es/Nt)4





(Es/Nt)3





(Es/Nt)2





(Es/Nt)1





Step 1. Calculate the equivalent (Es/Nt)m per m-th slot that has weak pilot effects.








� Simulation results based on two transmission IR shows that we can have same Q values if the received power set-point difference of both transmissions is less than 3 dB. If the power difference is larger than 3 dB, adjustments for Q values are required.
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