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1 Introduction
This document addresses some issues about the complexity of the OFDM UE-receiver. The study concerns some elements of the demodulator functionalities specified for the OFDM signal. OFDM signal can be taken directly at the output of the UMTS analogue base band unit [1]. The output of the OFDM demodulator is connected to the UMTS TrCH decoder. Thus the main additional complexity concerns the physical channel demodulation.

At the end of the document, a text is proposed as an input for § 6.8 Analysis of User Equipment Complexity of the TR.

2 OFDM receiver

A synoptic of the UE receiver including the OFDM receiver is given in Figure 1. The OFDM  blocks, the complexity of which are studied, are the FFT operation, the channel estimation and the soft output equalizer. A block diagram of the OFDM demodulator, for which the complexity must be evaluated contains the following units :

· FFT-operation: Fast Fourier Transform operator

· SUB BAND SELECT: Programmable unit used to extract a subset of sub-carriers corresponding to one traffic channel. The unit must also be able to distinguish Pilot sub carriers from  Data sub carriers.

· DATA RAM: Memory space used to store the Data sub carriers (this memory can be the same as the UMTS memory in case of non-dual-reception)
· CHANNEL ESTIMATER: Based on the received pilot symbols, this unit computes for Data sub carrier positions the corresponding channel estimate coefficients.
· SOFT OUTPUT EQUALIZER: Unit compensating the effect of the channel on each Data sub carrier and computing a soft output for each bit mapped on each Data sub carrier. 

Remark : Other blocks may be added in order to fulfil a more complete OFDM physical layer depending on the OFDM specifications, this will be specified in later stages. 
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Figure 1 UE receiver including UMTS and elements of OFDM demodulator

3 The FFT operation 

The aim of this section is to give an approximated complexity for the FFT operator in term of operator, memory size, processing speed required, etc. 

The Fourrier Transform relation is given by :
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Équation 1
Where the term 
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3.1 The FFT algorithms

The FFT, for Fast Fourier Transform, is a fast algorithm used to compute the DFT (Dicrete Fourier Transform). The main principal consists in decomposing the N point DFT into N/2 2 point DFT (radix 2) or N/4 4 points (radix 4), which are then recombined recursively until reaching the result of the N point DFT. The decomposition permits to reduce the complexity (expressed in the number of complex multiplications) from N2 to approximately N*log2(N).

3.2 FFT Radix2 DIF decomposition
This section presents the first FFT algorithm that employs a Radix 2. Its structure is presented in Figure 2 where S stands for the stage index ranging from 1 to log2(N). Sub-carrier index n depends on S.
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Figure 2 Radix 2 butterfly structure for an FFT DIF decomposition

3.3 FFT Radix4 DIF decomposition

This section presents the first FFT algorithm which employs a Radix 4. Its structure is presented in Figure 3, where S stands for the stage index ranging from 1 to log4(N). Sub-carrier index n depends on S.
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Figure 3 Radix4 architecture for an FFT DIF decomposition

3.4 FFT complexity

The FFT operation can be done according to the following architecture, which is fully sequential. This architecture is commonly used for demodulating OFDM systems. The principal blocks are detailed in the sequel.
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Figure 4 - FFT processor block diagram

3.4.1 FFT Memory unit

It consists in a 4-OFDM size (real) DPRAM memory in order to be able to store the incoming OFDM symbol while processing and storing the OFDM symbol in-process. Selection units Sel_Output and Sel_Input are driven by the OFDM symbol index parity.

3.4.2 Twiddle_Factor_Rom

The Twiddle_Factor_ROM contains the terms 
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(see § 3). N complex terms associated with the N different phases should be stored. Nevertheless, the ROM size can be drastically reduced by using the symmetrical properties of 
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. Only the N/4 first terms corresponding to the first quadrant associated to the phases ( ranging from 0 to pi/4 are stored. 
3.4.3 Radix 2/4 Butterfly

For both butterfly architectures (radix2 and radix4), input samples or partial products of the FFT are read sequentially from the FFT Memory Unit. In the same way, the butterflies also computes its output sequentially. This method permits to use only one complex multiplier per butterfly, and it also permits to simplify load and store operations from and to the FFT Memory Unit.

For both butterfly architecture descriptions, the two following signals need to be introduced :

· But_Index
: one bit signal, initialized to 0 and its value is inverted each time a new butterfly has to be treated.

· In_Index
: one or 2 bit signal corresponding to the index of the complex samples computed by the butterfly unit. For a radix2 butterfly its value is 0 or 1 and for a radix4 butterfly its value ranges from 0 to 3.

Given the parity of the signal But_Index, the complex input samples are switched to the serial to parallel converter S/P_1 or S/P_2. Once two (resp. four) input samples are loaded in the S/P_x unit the 2 (resp. 4) outputs of the butterfly unit are computed sequentially respectively for In_Index=0,1 (resp. In_Index=0, 1, 2 and 3). At the same time, the samples associated to the next butterfly are loaded in the complementary serial to parallel converter.
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Figure 5 - Radix2 architecture
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Figure 6 - Radix4 architecture

3.4.4 OFDM FFT

This section applies the results of the previous sections for both OFDM proposed parameter sets given in Table 1.

	Parameters
	Set 1
	Set 2

	TTI  duration (ms)
	2
	2

	FFT size
	512
	1024

	# OFDM symbols/TTI
	27
	12

	Total OFDM symbol duration (µs)
	 ~74
	166.67


Table 1 – OFDM parameter set

3.4.4.1 Set 1 : 0.5K FFT

3.4.4.1.1 Processing frequency

In this case, the FFT size equals to 512. A radix2 architecture is well suited for this particular FFT size. 9 stages are required to perform the complete transform. Since samples are read sequentially 512 clock cycles are required to compute each stage. Table 2 gives the duration of the FFT computation given a processing frequency. The dark grey locations in the table indicate the processing frequencies that cope with the ODFM symbol duration (74 us).

	Processing Frequency(MHz)
	13
	26
	39
	52
	65
	78
	91
	104

	FFT computation duration (us).
	355
	178
	119
	89
	71
	68
	59
	51


Table 2  0.5K FFT computation duration given the processing frequency

3.4.4.1.2 FFT Memory Unit

Two blocks of DPRAM containing 512*2 items each are required. The input samples are usually coded on number of bits ranging from 12 to 16 which requires 2 DPRAMs having a size ranging from 12288 bits to 16384 bits (total ranging from 24576 to 32768).

3.4.4.1.3 Twiddle Factor Rom

This unit requires a ROM space of 512/4*2=256 items. The Twiddle factors are usually coded on a number of bits ranging from 13 to 16 bits. This confers to the Rom space a size ranging from 3330 bits to 4096 bits. An additional unit is required to transform the Twiddle factor in the first quadrant to other quadrants.

3.4.4.1.4 Complex Multiplier

Only one complex multiplier is required. It represents a large percentage of the combinatorial logic required in the implementation of the FFT. Table 3 gives the number of gates required for the implementation of a complex multiplier given the input width.

	Input Width

(bits)
	Complex Multiplier gate count

	12
	6K

	16
	10K


Table 3 Complex multiplier complexity given the width of the input.

3.4.4.1.5 Radix 2 Butterfly

Complex multiplier excluded (See Figure 2).

3.4.4.2 Set 2 : 1K FFT OFDM

3.4.4.2.1 Processing Memory

In this case, the FFT size equals to 1024. A radix 4 is well suited for this particular FFT size. 5 stages are required to perform the complete transform. Since samples are read sequentially 1024 clock cycles are required to compute each stage. Table 4  gives the duration of the FFT computation given a processing frequency. The dark grey locations in the table indicate the processing frequencies that cope with the ODFM symbol duration (167 us).

	Processing Frequency (MHz)
	13
	26
	39
	52
	65
	78
	91
	104

	FFT computation duration (us).
	394
	197
	132
	99
	79
	66
	57
	50


Table 4 1K FFT computation duration given the processing frequency

3.4.4.2.2 FFT Memory Unit

Two blocks of DPRAM containing 1024*2 items each are required. The input samples are usually coded on number of bits ranging from 12 to 16 which requires 2 DPRAMs having a size ranging from 24576 bits to 32768 bits (total ranging from 49152bits to 65536 bits).

3.4.4.2.3 Twiddle Factor Rom

Same as 3.4.4.1.3. ROM requirement are multiplied by 2.

3.4.4.2.4 Complex Multiplier

Same as Radix 2 Complex Multiplier (see § 3.4.4.1.4).

3.4.4.2.5 Radix 4 Butterfly

Complex multiplier excluded (See Figure 3).

3.4.4.3 FFT IP Core

Amphion [2] has been designed an FFT IP core using a similar architecture (CS2411) the one proposed for the 1K FFT. The implementation results are given in Table 5.

	Parameters
	Value

	Input Sample Size
	13 bits

	Twiddle Factor Size
	13 bits

	Transform Computation Time
	5120 cycles

	Logic Gates
	34K

	Ram Gates (DPRam)
	51Kbits

	Processing speed max
	140Mhz


Table 5 Amphion CS2411  FFT core implementation results.

4 Channel Estimation

In OFDM systems, since pilot symbols are transmitted in a specific time/frequency location and not in a continuous way as in the UMTS system, channel estimation is done mainly by interpolating these pilots. Thus the channel estimation complexity depends basically on the interpolation method. 

When considering the channel sufficiently constant between tow consecutive pilots, the trivial interpolation may be applied, this is done by repeating the channel value of the pilot until the next pilot is reached (step interpolation), then the new channel value is repeated. This method has no additional complexity

Linear interpolation can be done also in similar conditions of slow varying channel, this is done by joining channel values on pilot symbols by a straight line, this method induces a very low complexity.

Other interpolation methods are based on projection over some orthogonal basis of dimension arbitrary chosen. The advantage of this method consists in its flexibility, the basis dimension is chosen to cope the best with the channel condition (higher dimension for higher channel variability). It is worth noting that this method is considered among the most complex interpolating methods.

4.1 Channel estimation : Interpolation by projection over a basis

The two dimension channel interpolation can be turned to one dimension interpolation by gathering the received pilots values in one vector. Channel estimation is done independently for every block of one or several OFDM symbols. Let the number of the OFDM symbols in a TTI be T (27 for set1 and 12 for set2) let the number of the considered sub-carriers within the block be L, thus the block sub-carriers number is L.T. Let the number of the received pilot symbols within a block of L.T symbols be P and finally, let K be the dimension of the basis (the number of the considered basis’ vectors). The considered basis {V} is then the set of K orthogonal vectors, each of length M = L.T : {V0, V1, …, VK-1}

The projection of the received signal y(t) over the basis can be written as :
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(ck stand for the projection coefficients) when sampled at t=nTc (Tc = 1/F0, F0 stands for sampling frequency), we can find :
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in a matrix representation, this gives :
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in our problem, the communication channel is only known at pilot positions which gives :
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the vector Y(M) is constituted by the received signal taken at the pilots positions. The matrix Vp(P,K) is the values of the vector basis taken at the pilots positions. Thus the projection coefficients vector C(K) is obtained by : 
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. The estimated channel values are obtained by : 
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In order to reduce complexity, the pilot symbols have to be identically localized within the data block where the interpolation is done in order to have always the same matrix 
[image: image18.wmf]1

))

,

(

(

-

K

P

V

p

.

4.2 Channel Estimation block diagram

Channel estimation by projection over a basis can be done as illustrated in Figure 7
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Figure 7 - channel estimation by interpolation

Computing basis projection coefficients and channel tap is done b by multiplying a real valued matrix and a complex valued vector, the basic operation consists on a multiplier and an accumulator (MAC). Let D denotes the number of the MAC units used in parallel, if we assume that a multiplication and an addition can be performed during one clock cycle then the processing time for projection coefficients calculation is 
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4.3 Numerical application

As numerical example, this section gives results in term of memory sizes, processing times and hardware amount required given different sets of parameters. ROM and RAM items are coded on 8 bits.

In this application the channel estimation is supposed to be done over a sub-band of T =27 (set1) and 12 (set2) OFDM symbols, and containing L = Nu/15 sub-carriers (Nu is the total number of modulated sub-carriers ~ 20 set1 and 47 set2). Thus the channel interpolation is done over M = 480 (set1) and 562 (set2) sub-carriers.

Let time pilot period be 3 (one pilot symbol every 3 OFDM symbols) and pilot frequency period be 8 (one pilot every 8 sub-carriers), thus the pilot symbols number within the considered sub-band is 

Set1 : ceil(20/8)*ceil(27/3) = 27

Set2 : ceil(47/8)*ceil(12/3) = 24

Parameters presented in Table 6 are considered as example.

	Parameter
	Set1
	Set2
	Set3
	Set4
	Set5
	Set6

	M (total number of symbols)
	520
	520
	520
	520
	520
	520
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(number of basis vectors)
	10
	15
	20
	10
	15
	20
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(number of pilot within a block)
	24
	24
	24
	24
	24
	24
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(duplication factor)
	1
	1
	1
	2
	2
	2


Table 6 - 6 different sets of parameters

	Step/Set
	Set1
	Set2
	Set3
	Set4
	Set5
	Set6

	Coefficient projection calculation
	240
	360
	480
	120
	180
	240

	Channel tap calculation
	4960
	7740
	9920
	2480
	3870
	4960


Table 7 - Processing time expressed in clock cycles for coefficient and channel tap calculation.

	ROM Memory
	Set1/Set4
	Set2/Set5
	Set3/Set6

	INV_BASIS ROM
	240  items
	360  items
	480  items

	BASIS FUNCTION ROM
	5200 items
	7800 items
	10400 items

	Total
	5440 items
	8260 items
	10880 items


Table 8 - ROM required for the channel estimator given the set of parameters presented in Table 7.

	RAM Memory
	Set1/Set4
	Set2/Set5
	Set3/Set6

	PILOT RAM
	48 items
	48 items
	48 items

	Projection coefficients RAM 
	20 items
	30 items
	40 items

	Total
	68 items
	78 items
	88 items


Table 9 – RAM required for pilots and projection coefficients.

5 Soft Output Equalizer

The advantage of the OFDM system is its ability to turn the multi-path channel into a multiplicative channel on every sub-carrier. Let ci stands for the channel coefficient and yi the received (demodulated) symbol. The Single Symbol Equalization can be done in several ways:

· Phase Compensation (PC) :  
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· MRC : Maximum Ration Combiner : 
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· Zero Forcing : 
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· MMSE : 
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Clearly, these methods are not of equal complexity, the choice of the method depends on the receiver realization and the required performances.

Other issues have to be considered when addressing the calculation of soft value for demodulated bits for constellation requiring more than one bit by dimension (i.e. 16 QAM). This point is shared with the UMTS receiver since such higher spectral efficiency constellation may be used in HSDPA.

6 Processing / Complexity Overview

The input buffer of the FFT must be filled with the first OFDM symbol before any forward processing. Once the input buffer is full, the FFT is applied to the first received OFDM symbol. A complete FFT requires approximately 4608 cycles for the 0.5K case and 5120 clock cycles for the 1K case. During the last stage of the FFT, the user allocated sub band is selected and data sub carriers and pilot sub carriers are respectively stored in DATA RAM and provided to the CHANNEL ESTIMATOR unit. Note that during the FFT processing on the first OFDM symbol, the second OFDM symbol is being stored in the FFT input buffer. The previous operations are repeated until the 12 or 27, given the case, OFDM symbols have been treated by the FFT unit. 

Once all the pilot sub carriers are available, the Channel Estimator unit starts working. In case of channel estimation by interpolation, the unit first computes the K projection coefficients in the basis space. Then it computes the channel estimate taps at data sub carrier positions using the interpolation technique presented in § 4.1. As soon as the first channel estimate tap is available, it is provided to the Soft Output Equalizer unit in order to compute the  bits/constellation symbol weighted soft outputs. Note that the Channel Estimator and the Equalizer works in a parallel meaning that the estimation of the channel coefficient i+1 is computed while the channel estimate coefficient i is used by the Equalizer. 

Table 10 presents the total clock cycles required to achieve OFDM demodulation and channel estimation within a TTI. Processing time are given in both cases (0.5K and 1K) for the fastest (K=10 and D=2) and the slowest Channel Estimator (K=20 and D=1). OFDM demodulation is done over the whole band (the total sub-carriers). In case of only a sub-band is of interest, this number can be reduced by fulfilling Fourier Transform on the considered sub-band. Channel estimation is done over a sub-band containing approximately 520 sub-carriers, this corresponds to 1/16 of the total band.

In case where no pilot sub-carriers are present on the last OFDM symbol, channel estimation can be done during the reception/demodulation of the remaining OFDM symbols after the last OFDM symbol carrying pilot sub-carrier, thus no extra treatment time is required. In the other case, an extra time of one to two OFDM symbol demodulation is required. When pipelined, processing time of 1 clock cycle is assumed for the Soft Output Equalizer.

	#clock cycles
	0.5K
	1K

	#FFT Operation per OFDM symbol
	4608/2=2304
	3*5120/4=3840

	OFDM symbol demodulation time
	36µs for F=65MHz
	98.25µs for F=39MHz

	#FFT Operation per TTI
	62208
	46080

	# operations Channel estimation: Slowest
	10400

(160µs for F=65MHz)
	10400

(288µs for F=39MHz)

	# operations Channel estimation: Fastest
	2600

(40µs for F=65MHz)
	2600

(66.7µs for F=39MHz)

	RAM requirement (items*)
	2136
	4184

	ROM requirement (items*)
	8256
	8512


Table 10 - Evaluation of the processing time of the OFDM demodulator for the 0.5K and the 1K cases.

(*) items is equivalent to 13~16 bits.

With the architecture presented in this study, each functionality is assumed to be fulfilled by a separated core. Thus, at the most, three multipliers are required. The complex multiplier (which is the most complex one) requires roughly 10K gates. RAM and ROM gate requirement depends on the used architecture and technology.

As a conclusion, the OFDM global complexity is about 50 KGates.
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Text proposal for TR 25.892

Based on this study, we suggest to incorporate the following text proposal into the TR. 

--------------------------------------- start of text proposal---------------------------------------

6.8
Analysis of User Equipment Complexity

Editor’s note :  Discussion of the consequences for the User Equipment (UE) as a result of the introduction of the OFDM technique.  This includes discussion of the additional requirements for OFDM capable UE that must operate in an environment in which both OFDM and W-CDMA are in operation and also in environments in which only W-CDMA technology is available. The section should in particular address RF considerations and complexity issues.

6.8.1
OFDM/UMTS receiver configuration

General receiver configuration can be seen in Figure 1. Some of the additional units for OFDM capable UE are: 

· FFT-operation: Fast Fourier Transform operator

· SUB BAND SELECT: Programmable unit used to extract a subset of sub-carriers corresponding to one traffic channel. The unit must also be able to distinguish Pilot sub carriers from  Data sub carriers.

· DATA RAM: Memory space used to store the Data sub carriers (this memory can be the same as the UMTS memory in case of non-dual-reception)
· CHANNEL ESTIMATOR: Based on the received pilot symbols, this unit computes for Data sub carrier positions the corresponding channel estimate coefficients.
· SOFT OUTPUT EQUALIZER: Unit compensating the effect of the channel on each Data sub carrier and computing a soft output for each bit mapped on each Data sub carrier. 
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Figure 1 UE receiver including UMTS and elements of  OFDM demodulator

At the reception of the first OFDM symbol the FFT process starts and the second OFDM symbol is being stored in the FFT input buffer. During the last stage of the FFT for each symbol, the channel allocated sub band is selected and data sub carriers and pilot sub carriers are respectively stored in DATA RAM and provided to the CHANNEL ESTIMATOR unit. This operations are repeated until all OFDM symbols within TTI have been treated by the FFT unit. 

Once all the pilot sub carriers are available, the Channel Estimator unit starts working. As soon as the first channel estimate tap is available, it is provided to the Soft Output Equalizer unit in order to compute the M (bits/constellation symbol) weighted soft outputs. Note that the Channel Estimator and the Equalizer works in a parallel meaning that the estimation of the channel coefficient n+1 is computed while the channel estimate coefficient n is used by the Equalizer. 

In case where no pilot sub-carriers are present on the last OFDM symbol, channel estimation can be done during the reception/demodulation of the remaining OFDM symbols after the demodulation of the last OFDM symbol carrying pilot sub-carriers. In the other case, an extra time of one to two OFDM symbol demodulation is required. 

6.8.1.1
The FFT operation complexity

The FFT operation can be done according to the following commonly used architecture for demodulating OFDM systems (Figure 2). 
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Figure 2 - FFT processor block diagram

· FFT Memory unit : Memory is needed in order to be able to store the incoming OFDM symbol while processing the available OFDM symbol. The input samples are usually coded on number of bits ranging from 12 to 16bits

· Twiddle_Factor_Rom: The Fourier Transform operation done on N points is given by : 
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Where the term 
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, called twiddle factor, is given by : 
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The Twiddle factors are usually coded on a number of bits ranging from 13 to 16 bits. The ROM size can be reduced by using symmetrical properties and the fact that in some cases, the twiddle factor is just equal to 1, -1, j or –j.

· Radix 2/4 Butterfly and complex multiplier: The FFT algorithms consists in decomposing the N point  DFT (Discrete Fourier Transform) into N/2 two points DFT (radix 2) or N/4 four points (radix 4), which are then recombined recursively until reaching the result of the N point DFT. Radix2 butterfly is illustrated in Figure 3, and Radix4 butterfly is illustrated in Figure 4.
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	Figure 3: Radix 2 butterfly structure
	Figure 4: Radix 4 butterfly structure


The FFT complexity can be analysed by determining the number of complex multiplications needed to perform the operation. For single radix implementation of the FFT, the number of complex multiplications within a TTI period is given by the following formula: 
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The FFT complexity main features are summarized below for both OFDM reference sets: 

For set 1, with the 512 point FFT and a radix-2 architecture: 

· 65 MHz clock rate guarantees real time processing 

· the number of complex multiplications, per OFDM symbol is 2304, and 62208 per TTI

· for input sample of (12..16) bits the required FFT RAM memory is (24..33) Kbits, and  the twiddle factor ROM memory is (3..4) Kbits

· the complex multiplier gate count is (6..12) K.

For set 2, with the1024 point FFT, and a radix-4 architecture: 

· 39 MHz clock rate guarantees real time processing 

· the number of complex multiplications, per OFDM symbol is 3840, and 46080 per TTI

· for input sample of (12..16) bits the required FFT RAM memory is (49..66) Kbits, and  the twiddle factor ROM memory is (6..8) Kbits

· the complex multiplier gate count is (6..12) K.

Note that the FFT complexity figures given above have been calculated assuming a radix-2 implementation for parameter set1 and a radix-4 implementation for parameter set2. However, other possibilities exist that enable trading off speed for code and memory size. For example, 512-point FFT cores are available, which employ a mixed radix-4/2 architecture and require less processing speed than the radix-2 architecture, at the cost of extra control code and memory. Similar hybrid architectures can be applied to 1024-point FFT also..

6.8.1.2
Channel Estimation complexity

The channel estimation complexity depends of the techniques used to cope with channel variation. Since the pilot symbols are transmitted in a specific time/frequency location channel estimation is done mainly by interpolating among these pilots. In this case the channel estimation complexity depends basically on the interpolation method. 

The simplest one without additional complexity is when considering the channel sufficiently constant between tow consecutive pilots, the trivial interpolation may be applied, this is done by repeating the channel value of the pilot until the next pilot is reached, then the new channel value is repeated. 

A more complex interpolating method is based on projection over some orthogonal basis of an arbitrary chosen dimension. The advantage of this method consists in its flexibility, the basis dimension is chosen to cope with the channel conditions (higher dimension for higher channel variability). When considering that channel estimation is done within a sub-band of TTI period and containing approximately 520 sub-carriers and 24 pilot sub-carriers, and an orthogonal basis containing 15 vectors is used, then ROM memory requirement is 8260 items and RAM memory requirement is 78 items and sub-band estimation will requires roughly less than two OFDM symbols FFT processing time. Item is equivalent to bits from 12 to16.

6.8.1.3
Soft Output Equalizer complexity

The Single Symbol Equalization can be done in several ways:

· Phase Compensation (PC) :  
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· MRC : Maximum Ration Combiner : 
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· Zero Forcing : 
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· MMSE : 
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, where 
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is the AWGN noise variance.

These methods are not of equal complexity, the choice of the method depends on the receiver realization and the required performances. Note that these equalizers complexity is not specified only for the OFDM since they may be used within the HSDPA.

 --------------------------------------- end of text proposal---------------------------------------
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