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1 Introduction
HSDPA system simulation results for chip rates of 3.84Mcps and 7.68Mcps are presented in [1]. This document analyses and interprets the results presented in that document.
2 Higher Packet Call Rates at 7.68Mcps
The packet call rate at the reference configuration chip rate of 7.68Mcps is higher than that for 3.84Mcps in all the studied channel types. At 80 users per sector for 7.68Mcps and 80 users per two sectors for 3.84Mcps, the packet call rates observed with the HTTP / TCP traffic model and max C/I scheduler are given in Table 1. A similar comparison is made in Table 1 for the case of the FTP / TCP traffic model with 30 UEs per sector for 7.68Mcps and 30 UEs per two sectors for 3.84Mcps.
Table 1 - Packet call rate gains for 7.68Mcps wrt 3.84Mcps for the HTTP traffic model (80 UEs)
	channel
	7.68Mcps packet call rate / kbps
	3.84Mcps packet call rate / kbps
	packet call rate increase (%)

	AWGN
	432
	381
	13

	PA3
	323
	259
	25

	PB3
	348
	291
	20

	VA30
	330
	271
	22

	VA120
	334
	283
	18

	mixed
	349
	300
	16


Table 2 - Packet call rate gains for 7.68Mcps wrt 3.84Mcps for the FTP traffic model (30 UEs)
	channel
	7.68Mcps packet call rate / kbps
	3.84Mcps packet call rate / kbps
	packet call rate increase (%)

	AWGN
	1663
	1382
	20

	PA3
	984
	675
	46

	PB3
	1059
	818
	30

	VA30
	1004
	813
	23

	VA120
	1079
	875
	23

	mixed
	1173
	841
	40


There are three effects that lead to an increase in packet call rate at 7.68Mcps compared to 3.84Mcps :
· At 7.68Mcps, a UE is more likely to be scheduled resource when it has data to transmit than at 3.84Mcps (there is a greater “blocking probability” at the lower chip rate). This blocking probability naturally decreases the packet call rate (the packet call takes a longer time to complete when there are times at which the UE has data to transmit, but it is not scheduled to do so). A secondary effect of the increased blocking probability is that the rate of CQI reports from the UE decreases as the blocking probability increases (i.e. as the time between scheduling instants increases). This latter effect will reduce the packet call rate when the Node B attempts to track the fast fading profile of a channel. 
· The scheduler is able to allocate more physical resource to a category 4 7.68Mcps UE with QPSK than it can to a 3.84Mcps UE, due to the fundamental extra physical resource available at the higher chip rate (see below).
· Link level performance gains at 7.68Mcps (as seen most noticeably in channels PA3, VA30 and VA120) allow the scheduler to use a higher modulation and coding scheme at the higher chip rate.
Figure 1 shows the packet call rates and scheduler blocking probabilities for both the 7.68Mcps chip rate and the 3.84Mcps chip rate in the AWGN channel (this channel is not time-varying therefore effects related to CQI age are not exhibited in these results). The increased blocking probability witnessed at 3.84Mcps increases the time taken for a 3.84Mcps system to complete a packet call.
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Figure 1 - Packet call rate and blocking probability for the AWGN channel with a max C/I scheduler

The effect of the scheduler being able to allocate more physical resource at 7.68Mcps compared to 3.84Mcps is illustrated by the following example. A category 4 UE has a turbo capability of 24000 bits per TTI and a soft buffer capability of 105984 soft channel bits. The maximum number of soft channel bits that an 8 slot 16 code HSDPA TTI can support is 35328 bits at QPSK for 3.84Mcps and 70656 bits at 7.68Mcps. A UE that has a low C/I has to be scheduled with a low code rate (for example rate 1/3). The number of transport channel bits that can be transmitted for a 3.84Mcps UE at rate 1/3 QPSK is thus approximately min(35328,105984/2) / 3 = 11776 bits at 3.84Mcps and min(70656, 105984/2) / 3 = 17664 bits at 7.68Mcps. In this manner, for low QPSK code rates, the 7.68Mcps UE is able to transmit more data bits per TTI than a 3.84Mcps UE, thus the packet call rate for the higher chip rate UE is increased.
Note that the effect described in the above paragraph does not occur for 16QAM where the number of soft channel bits that the HSDPA TTI supports is greater than the soft buffer capability of the UE (per HARQ process) at both chip rates. The effect also does not occur for high QPSK code rates when the UE is turbo capability limited rather than soft buffer capability limited.

Note that a category 2 UE has a soft buffer capability of 52992 soft channel bits and the scheduler is thus restricted by the soft buffer UE capability for both chip rates [min(35328,52992/2) = 26496 soft channel bits at 3.84Mcps and min(70656,52992/2) = 26496 soft channel bits at 7.68Mcps].
Figure 2 shows the packet call rates for 3.84Mcps and 7.68Mcps in AWGN for category 2 UEs. With these low capability UEs, the scheduler is unable to allocate more resource to 7.68Mcps UEs than to 3.84Mcps UEs. A packet call rate gain is still seen for the 7.68Mcps system in comparison to the 3.84Mcps system. In this scenario, the higher packet call rate for 7.68Mcps UEs is due solely to the reduced scheduler blocking probability at the higher chip rate.  
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Figure 2 – Packet call rate for category 2 (1.2Mbps) HSDPA UEs with a max C/I scheduler in AWGN

3 Higher Number of UEs supported at 7.68Mcps
When a Round robin scheduler is employed, the number of UEs that can be supported by a single 7.68Mcps system is generally greater than the number that can be supported by two 3.84Mcps systems operating in parallel (when compared at the same mean packet call rate). This effect is more pronounced when the systems are not heavily loaded. This effect may be seen in the mean packet call rate curves of [1] and the packet call rate CDFs of [1] (where more of the users achieve a higher packet call rate at any given total number of users, this is evident for both max C/I and Round robin schedulers).
When a Round robin scheduler is employed, as the load on the system increases, the mean packet call rate decreases due to the following effects :

· the blocking probability increases as the number of users increases (the packet call rates of high C/I UEs drop significantly as the Round robin scheduler starts to schedule lower C/I UEs during the packet calls of high C/I UEs). 
· the age of CQI reports that are used by the scheduler increases as the number of UEs increases (recall that the CQI is returned on the HS-SICH and as the number of users increases, the number of HS-SCCH / HS-SICH allocations to a UE will decrease). This effect is important for pedestrian channels where the Node B attempts to track the fast fading of the channel.
Since the blocking probability is higher at 3.84Mcps than at 7.68Mcps, higher packet calls rates are seen at the higher chip rate. Once the blocking probability for 3.84Mcps and 7.68Mcps converges (towards unity when there is a large number of UEs present in the sector), the packet call rates for 3.84Mcps and 7.68Mcps converge.
The increase in number of users supported at a given mean packet call rate for a Round robin scheduler with the HTTP / TCP traffic model is shown in Table 3. 

Table 3 – Number of UEs supported for a given packet call rate for Round robin scheduler and HTTP / TCP traffic model

	channel
	comparison packet call rate / kbps
	number of UEs at 7.68Mcps
	number of UEs at 3.84Mcps
	increase in number of UEs (%)

	AWGN
	350
	148
	106
	40

	PA3
	200
	92
	60
	53

	PB3
	200
	103
	88
	17

	VA30
	200
	106
	79
	34

	VA120
	200
	109
	92
	19

	mixed
	200
	113
	90
	26


Note that the increase in number of UEs served at a given packet call rate is harder to quantify with the max C/I scheduler due to the “flatness” of the packet call rate curves with the max C/I scheduler (for the max C/I scheduler, the performance gain of 7.68Mcps is better seen by comparison of the packet call rate at a given number of UEs : section 2). 

4 Over the air throughput
The TTI-based over the air throughput for two parallel 3.84Mcps is typically greater than that for 7.68Mcps at low loading. The code-based over the air throughput for 7.68Mcps is generally greater than or equal to that for 3.84Mcps.
A high TTI-based over the air throughput is achieved when a high proportion of the code resource within a TTI is used : this situation arises more frequently for a 3.84Mcps system due to the lower overall code resource available in a 3.84Mcps system.

As an example, consider category 4 UEs that experience a C/I such that they can transmit 24000 bits at rate 2/3 QPSK. In a 3.84Mcps system, a single UE offering this load would occupy all of the code resource within a TTI. In a 7.68Mcps system, two of these UEs would need to simultaneously offer this load to achieve the same over the air throughput (recall that the over the air throughput for a single 7.68Mcps TDD system is compared to the combined throughput of two parallel 3.84Mcps systems). It is less likely that two UEs will simultaneously offer load than that a single UE will offer load.
The higher over the air throughput at 3.84Mcps is thus an artifact of the definition of the TTI-based over the air throughput and is actually an indication that there is less resource available at 3.84Mcps than at 7.68Mcps.

5 Higher Cell Throughput at 7.68Mcps

The cell throughput at 7.68Mcps is higher than that of twin parallel 3.84Mcps in channels that exhibit link level performance gains at the higher chip rate.

The increased cell throughput is most evident when the system is heavily loaded (when the system is lightly loaded, the cell throughput is limited by the offered load).

Table 3 compares the cell throughputs exhibited by a single 7.68Mcps system to the combined cell throughput for two parallel 3.84Mcps systems. The comparison is performed with 160 UEs serviced by the single 7.68Mcps system and 160 UEs serviced by two parallel 3.84Mcps systems. Results are shown for the HTTP / TCP traffic model and max C/I scheduler. Similar results are shown for the FTP / TCP traffic model in Table 4 with 40 UEs serviced by the single 7.68Mcps system and 40 UEs serviced by two parallel 3.84Mcps systems (40 UEs is considered to be a reasonable number of UEs at which the system is not overloaded with the FTP / TCP traffic model).

Table 4 – Cell throughput gains for 7.68Mcps wrt 3.84Mcps for the HTTP / TCP traffic model (160 UEs)

	channel
	7.68Mcps packet call rate / kbps
	3.84Mcps packet call rate / kbps
	packet call rate increase (%)

	AWGN
	2118
	2125
	0

	PA3
	2080
	1926
	8

	PB3
	2054
	1965
	5

	VA30
	1863
	1815
	3

	VA120
	1936
	1803
	7

	mixed
	2079
	2035
	2


Table 5 – Cell throughput gains for 7.68Mcps wrt 3.84Mcps for the FTP traffic model (40UEs)

	channel
	7.68Mcps packet call rate / kbps
	3.84Mcps packet call rate / kbps
	packet call rate increase (%)

	AWGN
	3303
	3286
	1

	PA3
	3045
	2676
	14

	PB3
	2982
	2696
	11

	VA30
	2514
	2470
	2

	VA120
	2583
	2556
	1

	mixed
	3035
	2811
	8


There are several reasons for the increased cell throughput at the higher chip rate :
· 7.68Mcps exhibits link level performance gains in some channels. This effect is most noticeable in channel PA3 (where there is a link level gain of approximately 2dB at an operating point of 10% BLER and there is a significant cell throughput gain).

· There are more UEs in high C/I conditions per sector at 7.68Mcps than at 3.84Mcps.

· The Node B is able to transmit more HS-SCCH at 7.68Mcps than at 3.84Mcps. There are thus more UEs with recent CQI information at the higher chip rate. In channels where the scheduler attempts to follow the fast fading profile of the channel (pedestrian channels), transmissions may be performed with a higher AMC level (the CQI derating parameter has a lesser effect on newer CQI reports : see [1]). 
6 Lower Packet Delay at 7.68Mcps

Note that the packet delay results presented in [1] are mean packet delay results and refer to the delay between a packet arriving at the Node B and it being successfully received at the Node B. The packet delay thus includes the buffering delay at the Node B. The round trip time (which impacts TCP slow start performance) cannot be derived directly from the results of [1] (however, this round trip time is inherently modeled in the system simulator).
In order to consider the packet delay results of [1] in perspective, it is instructive to consider the mean delay that will be observed by a UE that is able to transmit 24000 bits per TTI (a category 4 UE experiencing good channel conditions) and has a TCP receive window size of 128 MTUs. The mean packet delay once the Node B buffer is full is :
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It should also be noted that the mean HTTP web page according to the system simulation assumptions consists of 54kbytes of data. A UE that is able to receive at the maximum rate (2.4Mbps) will take a minimum of 0.18 seconds to download this mean web page; UEs experiencing average C/I conditions will take longer to download this mean web page.

The mean packet delays with the max C/I scheduler and 120 UEs per sector at 7.68Mcps and 120 UEs per two sectors at 3.84Mcps with the HTTP TCP traffic model are shown in Table 6.
Table 6 – Mean delay for 7.68Mcps wrt 3.84Mcps for the HTTP TCP traffic model (120 UEs) with the max C/I scheduler

	channel
	7.68Mcps mean delay / seconds
	3.84Mcps mean delay / seconds
	mean delay increase of 7.68Mcps wrt 3.84Mcps (%)

	AWGN
	0.15
	0.24
	-38

	PA3
	0.17
	0.37
	-54

	PB3
	0.16
	0.25
	-36

	VA30
	0.20
	0.36
	-44

	VA120
	0.17
	0.34
	-50

	mixed
	0.16
	0.39
	-59


Table 7 shows a similar comparison for the FTP traffic model with 30 UEs per sector at 7.68Mcps and 30 UEs per two sectors at 3.84Mcps with the FTP TCP traffic model.

Table 7 – Mean delay for 7.68Mcps wrt 3.84Mcps for the HTTP TCP traffic model (120 UEs) with the max C/I scheduler

	channel
	7.68Mcps mean delay / seconds
	3.84Mcps mean delay / seconds
	mean delay increase of 7.68Mcps wrt 3.84Mcps (%)

	AWGN
	1.67
	2.38
	-30

	PA3
	3.42
	7.78
	-56

	PB3
	4.79
	7.21
	-34

	VA30
	8.73
	18.28
	-52

	VA120
	11.21
	10.57
	6

	mixed
	3.82
	6.97
	-45


The mean TCP packet delay seen at 7.68Mcps is significantly less than at 3.84Mcps. This reduced packet delay occurs due to the same reasons that the packet call rate is higher at 7.68Mcps than it is at 3.84Mcps (see section 2), namely :

· reduced blocking probability at 7.68Mcps compared to 3.84Mcps

· ability to allocate more resource to UEs in some channel conditions per TTI at 7.68Mcps

· improved link level performance at 7.68Mcps compared to 3.84Mcps

7 Limited Packet Call Rate for HTTP / TCP Traffic Model

The maximum packet call rate that is seen for any channel model with the HTTP / TCP traffic model is of the order of 400 kbps. The packet call rate CDFs indicate that few users achieve a mean packet call rate of greater than 1Mbps.
This limited packet call rate is due to modeling of the TCP slow start algorithm (see [1] and [2]). When small web pages are downloaded according to the HTTP / TCP slow start traffic model, a significant proportion of the packet call can be attributed to the round trip times associated with TCP packets being sent from the internet server to the Node B. A high packet call rate will only be seen when the “slow start period” is completed; this will only occur for packet calls containing large amounts of data (note that TCP slow start is also modeled for the FTP traffic, but the packet call rates seen with this traffic model are greater due to the larger packet sizes).

It is to be expected packet call rates will increase with time as round trip times within the internet reduce and the sizes of web pages increase.

8 Outage Criteria

No specific criterion is applied to define UEs as being in outage : the system simulator attempts to service all UEs that are attached the centre cell of the 19-cell hexagonal grid.
When the max C/I scheduler is used, the results of [1] can be interpreted to include an outage criterion by use of the packet call rate CDFs. Users with a packet call rate that is less than a desired minimum can be considered to be in outage; packet call rate and delay curves can then be scaled to account for this outage (when users are defined as being in outage, it is expected that the cell throughout will increase, but that this increase may be marginal with a max C/I scheduler).

Defining an outage criterion with the Round robin scheduler would increase the packet call rates and cell throughput results (the scheduler would schedule fewer low data rates users). The mean delay results would be decreased with an outage criterion applied.
9  Loading of surrounding sectors
The system simulation assumptions assume that the sectors surrounding the simulated sector are 100% loaded. In a deployed system, it is reasonable to expect that the loading of sectors surrounding the centre sector is similar to that of the centre sector. The interference seen in the centre sector will thus be reduced at low loads and hence the packet call rates may be higher in a deployed system than the packet call rates presented in [1]. The packet call rate results of [1] are thus somewhat pessimistic for both chip rates.
10 MAC-hs Failure Rate in PA3

In channel PA3, the MAC-hs failure rate (the rate at which RLC retransmissions are required) is greater than the target rate of 10-4. The higher than expected MAC-hs failure rate is due to the deep fades that are experienced in PA3. The scheduler may schedule UEs in a fade for a variety of reasons :

· the scheduler implemented in the simulation will always attempt to schedule a UE (the max C/I scheduler will schedule UEs with the best CQI reports, but these best UEs may still be in fades).
· the channel may change from being “non-faded” to being in a fade in the time between the CQI report and the actual transmission to the UE.

The scheduler also always schedules transmissions at a coding rate of greater than or equal to 1/12 (i.e. the maximum repetition factor used in rate matching is 4). Thus if the CQI report from a UE indicates very poor C/I, the scheduler may schedule that UE with a code rate (1/12) that is greater than the channel can support; the scheduler assumes that HARQ retransmissions will eventually lead to correct reception of the relevant transport block.
In order to reduce the MAC-hs failure rate, the maximum number of retransmissions at the Node B may be increased. Figure 3 to Figure 6 present results using the max C/I scheduler with the HTTP traffic model when the maximum number of retransmissions is increased to 6 (i.e. an initial transmission and up to 5 retransmissions).
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Figure 3 - PA3 : cell throughput with 4 and 6 max retransmissions
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Figure 4 - PA3 : packet call rate with 4 and 6 max retransmissions
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Figure 5 - PA3 : packet delay with 4 and 6 max retrnasmissions
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Figure 6 - PA3 : MAC-hs failure rates with 4 and 6 max retransmissions
These results show that the cell throughput, packet call rate and packet delay are not affected to a statistically significant extent by increasing the maximum number of retransmissions (note that an RLC re transmission is a rare event even when a maximum of 4 retransmissions are employed). However, increasing the maximum number of MAC-hs retransmissions to 6 reduces the MAC-hs failure rate to the target rate of 10-4. Note that the MAC-hs failure rate at 7.68Mcps is slightly greater than that at 3.84Mcps. This is due to the steepness of the link level BLER curves at 7.68Mcps in relation to the 3.84Mcps curves (scheduling decisions are more “forgiving” at the lower chip rate due to the shallowness of the 3.84Mcps link level BLER curves).
These results illustrate that cell throughput, packet call rate and packet delay results are not significantly impacted when the maximum number of retransmissions is increased from 4 to 6, thus performance results obtained with 4 MAC-hs retransmissions may be used and it will be understood that the frequency of RLC retransmissions may be reduced simply by increasing the maximum number of MAC-hs retransmissions.

The MAC-hs failure rate results in the mixed channel model for FTP / TCP traffic and a max C/I scheduler are of interest (section 5.6 of [1]). These results show a reduction of MAC-hs failure rate as the number of UEs increase. This result is due to the max C/I scheduler scheduling AWGN users in preference to PA3 users when there is a large population of users to schedule (the max C/I scheduler naturally does this since it prioritises scheduling of users that can transmit at a high AMC in preference to those in a low AMC : AWGN UEs are more likely to support a high modulation and channel coding rate than PA3 UEs). As expected, the Round robin scheduler does not show a decrease in MAC-hs failure rate with the mixed channel model : the scheduler is unable to schedule AWGN users in preference to PA3 users.
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