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1. Introduction

Scheduling is one of the techniques considered for enhancing the performance of dedicated transport channels in UTRA FDD [1]. However, there has so far been a relatively limited discussion in RAN1 on the potential benefits with uplink scheduling. The current contribution provides a simplified analysis of uplink scheduling. It should be stressed that the analysis is simplified and several important aspects has not been accounted for. For example, no traffic models are included. Hence, the analysis cannot be used for a final decision if scheduling should be applied to the uplink or not. Still, it is believed that the analysis provides valuable insight into the behavior of uplink scheduling and may serve as a basis for further discussions.

2. Assumptions

Among the requirements on the enhancements agreed upon is that terminals employing the uplink enhancements should be able to coexist with services and terminals not using the enhancements. Hence, fast power control and soft handover will be applied in order to limit the total interference in the network. Also, the total received power in relation to the noise power, i.e. the noise rise, in the system must be controllable.  The choice of acceptable noise rise level in the cell is a trade-off between cell coverage and cell throughput. The cell deployment typically allows for a certain noise rise. If the noise rise in the cell exceeds the allowed limit the cell coverage may be threatened. By using appropriate tools and measurements, the network tries to control the noise rise to fulfill the capacity and coverage requirements. Basically, the noise rise level in the cell can be limited by either by limiting the user’s data rate or through limiting the number of simultaneously transmitting users. In Rel5, the data rates for the users can be controlled by the RNC through TFC control. The number of users can be restricted on a long-term basis through admission and congestion control.

The underlying idea behind scheduling (as well as several other schemes) is to obtain a more efficient interference “usage” and get a higher cell throughput for the same noise rise through a tighter control of the interference situation in the cells.  Scheduling has so far not been defined in a strict way in RAN1. In this contribution, the term is used for denoting a mechanism in Node B, controlling which UE (or set of UEs) that is transmitting at each time instant. Note that the data rate at which the UE is transmitting cannot be controlled exclusively by the Node B as the power availability in the UE is unknown to the Node B at the time of transmission, e.g., due to activity on non-scheduled channels. 

Other schemes than scheduling as defined herein are of course possible, e.g., TFCS restriction schemes as described in Section 7.1.1 in [1] 
. Analysis of these schemes is beyond the scope of the current contribution.

The performance of a scheduled transmission is determined by the maximum rate that a single terminal can use when scheduled. Note that the data rate at which the UE is transmitting cannot be controlled exclusively by the Node B as the power availability in the UE is unknown to the Node B at the time of transmission, e.g., due to activity on non-scheduled channels. If the scheduled terminal can transmit with sufficiently high data rate, scheduling a single user maximizes the cell throughput, while it is better to let multiple users transmit if the data rate is modest. Basically, the data rate for an individual terminal can be limited due to one of several reasons:

· Power limitation, i.e., the radio conditions are unfavorable and the available transmit power limits the target C/I and thus the data rate. This typically sets a limit on the coverage of a certain data rate.

· Bandwidth limitation, i.e., the channel bandwidth limits the data rate. This is sometimes experienced for HS-DSCH and is the reason for introducing higher order modulation. However, for an uplink situation this may not be a very likely situation due to the limited UE power. 

· Noise rise limitation, i.e., the power available at the transmitter would allow a higher data rate but the use of a higher rate would increase the interference in the cell and in surrounding cells, preventing other terminals from achieving a suitable received C/I. In some sense this is also a type of power limitation since other terminal’s power limit the data rate. This type of limitation occurs if there are other power-limited terminals in the cell that transmit simultaneously, e.g., terminals supporting voice services.

In the following, only the noise rise limited case is considered in order to understand how noise rise limitations affect the scheduling performance. Hence, the effects of bandwidth and power limitations are neglected. Furthermore, perfect power control is assumed. Signaling required is not treated in any further detail than assuming that all users maintain a DPCCH (or similar) for power control, synchronization, etc, regardless of whether the terminal is scheduled or not.

The scheduling performance is first studied in a single cell system, where the interference from surrounding cells is neglected. In this case there is no gain from channel dependent scheduling from the cell throughput point of view due to the use of fast power control. In a multi-cell scenario, however, the situation is different and channel-dependent scheduling may be advantageous. If a user with favorable radio conditions is scheduled, less power is used resulting in less interference for surrounding cell.

3. Single-cell Case

Assume that N out of M users in the cell are scheduled. The N scheduled users transmit both DPDCH and DPCCH, while the (M-N) non-scheduled users transmit on the DPCCH only to maintain synchronism with the network and to support any control signaling required. The received DPDCH power for each of the scheduled users is denoted by
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Thus, the DPCCH power for scheduled users is a fraction of the DPDCH power and at least as large as the DPCCH power for non-scheduled users. This is a reasonable model as the DPCCH overhead should be kept low for non-scheduled users, while the relative cost of improving channel estimation for scheduled users by transmitting additional pilot energy is not significant, at least as long as 
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Assuming perfect power control and identical rates for all scheduled users, the target C/I, 
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, that each scheduled user can maintain is limited by the noise rise ( and given by
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and where the total received power in a cell is given by
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The expansion factor (the ratio between other-cell and own-cell interference) is denoted by (. For the single cell case, ( is equal to zero. The fraction of the own signal that should be considered as interference due to multi-path propagation is denoted by (. Note that the value of ( depends on the channel model and the receiver type used. An interference suppressing receiver will typically have a smaller ( than a standard RAKE receiver.

As perfect power control is assumed, all users are able to maintain their C/I targets, 
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for non-scheduled users and
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for scheduled users. Assuming that the data rate follows the Shannon formula, the cell throughput R can be expressed as  
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where K is a system specific constant depending on the available bandwidth.

To investigate the scheduling gain for different channel cases, the assumption that no DPCCH is necessary is made, i.e., 
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. Obviously, this is a non-realistic assumption, but it provides valuable insight into the problem and later the assumption will be removed. The normalized cell throughput for different values of (, (, and N in the single-cell case can be expressed by solving 
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Depending on the fraction of own-signal interference, (, the cell throughput is either monotonically decreasing, monotonically increasing or first decreasing and then increasing with a minimum point. This means that the number of users that maximize the cell throughput depends on ( and is either one, or to schedule as many users as there are in the system. If the total number of users in the cell is large, the gain with scheduling can be approximated by studying the relation between the throughput with a single user scheduled, 
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This relation, plotted in Figure 1, it is always greater than one for all ( ( ((, where
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This limit is typically in the range 0.5-0.6, depending on the noise rise. Thus, as long as the proportion of the own-signals interference, (, is not greater than ((, it is advantageous to schedule a single user. The gain decreases with increasing ( and for ( ( (( the gain may be less that or equal to one if there are a sufficient number of users to schedule. Hence, the gain from scheduling one user at a time decreases with increasing delay spread in the channel. 
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Figure 1: Impact of own-signal interference. The left-hand plot shows cell throughput for increasing number of users and for different (. The right-hand plot shows the relation 
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for different values of the noise rise ( and the orthogonality factor (.

Including the impact from a DPCCH with non-zero power is straightforward and a similar technique as above can be used, although the corresponding expressions are somewhat more complicated than in the previous paragraph. However, the power setting of the DPCCH turns out to have a major impact on the result. At the time of data transmission, channel estimation is important. For a scheduled user, the relative overhead from the DPCCH is quite small and channel estimation can benefit significantly from an increased pilot power. Non-scheduled users can either maintain the same DPCCH power as the scheduled users, 
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, or an activity-dependent pilot power can be used. The gain with scheduling is illustrated for the two cases in the left and right parts of Figure 2, respectively. The number of active users is ten, M=10, the minimum DPCCH C/I target, (c, is (22 dB and own-signal and inter-cell interference is neglected. The example shows that scheduling performance is very sensitive to the choice of (. With a typical value of (, around (10 dB, the best choice is the schedule all the 10 users. The reason for the poor scheduling performance is that if all users, even non-scheduled users, must keep a high quality DPCCH, the noise rise margin for the scheduled users decreases and the bit rate of the scheduled user(s) decreases. With the activity-dependent DPCCH power setting, on the other hand, scheduling a single user is always beneficial. Hence, either the DPCCH power must be kept small or an activity-dependent pilot used. An activity-dependent pilot energy is assumed in the following. Note that an activity-dependent pilot energy not necessarily must be implemented by adjusting the DPCCH power as this approach may interfere with the power control loop in a realistic system.
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Figure 2: Impact of the DPCCH power. In the left plot, the same DPCCH power is kept for both scheduled and non-scheduled users and is set as a fraction of the DPDCH power used when the user is scheduled. In the right plot, non-scheduled users maintain a low DPCCH power, while scheduled users set the DPCCH power as a fraction of the DPDCH.

4. Multi-cell Case

In a multiple cell system there is additional interference from surrounding cells. This interference is commonly modeled by an expansion factor, (, i.e., it is assumed that the inter-cell interference is a fraction ( of the intra-cell interference. One major difference compared to the single-cell case is the influence from channel-dependent scheduling. In a non-scheduled system, a constant expansion factor may be used.  However, with channel-dependent scheduling, i.e., scheduling users with advantageous uplink channel conditions, the transmit power is decreased and less interference is generated in neighboring cells. In this case the expansion factor will depend on the number of scheduled users. Herein, simulations have been used to determine the relation between the expansion factor and the number of scheduled users when using a channel-dependent scheduler and an example is shown in Figure 3.

The normalized cell throughput for a multi-cell system is shown in Figure 4. For the top plots, the Pedestrian A channel model was used, while the 3GPP typical urban channel model is used in the bottom plots. The two left plots correspond to the single-cell behavior, while the two right plots uses a N-dependent expansion factor. The gain with channel-dependent scheduling is in the order of 50-60% for the Pedestrian A case, depending on the noise rise level.

An interesting observation can be made in for the typical urban case with channel-dependent scheduling, where there is a local maximum in the cell throughput when scheduling two users simultaneously. For the single-cell case, the throughput was found to increase with an increasing number of simultaneously scheduled users. When property is combined with a varying expansion factor, a maximum at two users results. The difference to scheduling a single user is however very small and the gain compared with scheduling up to 5-6 users is modest. Compared with letting all 10 users transmit simultaneously the gain is in the order of 15%.
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Figure 3: Mean expansion obtained from simulations with ITU Pedestrian A and min power scheduling strategy. 
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Figure 4: The effect of channel-dependent scheduling. The cell through is plotted as a function of the number of scheduled users. The left-hand plot shows the single-cell case.  In right-hand plot the expansion factor is obtained from simulations using a scheduler that always schedules the user that needs the least power. 

5. Conclusion

A simplistic analysis of the potential gains with scheduling has been presented and the principal behavior of the results is intuitively pleasing. The gain with scheduling increases with increasing noise rise and decreasing multi-path channel conditions. Furthermore, a low DPCCH overhead was found to be important to obtain a gain with scheduling.

It is important to remember the simplifications done in the analysis. For example, UE power limitations have not been taken into account and no traffic model was used. Furthermore, only the cell throughput has been considered and no attention has been paid to the end user quality, e.g., in terms of delays and end user throughput. These aspects need to be considered in the future.

6. References

[1] TR 25.896, “Feasibility Study for Enhanced Uplink for UTRA FDD”, v0.3.0

�PAGE \# "'Page: '#'�'"  �� Shall we have an UTT contribution? Maybe. Would be nice if we have time. We have some results on the power savings with UTT. 





_1113720612.unknown

_1114273603.unknown

_1114413074.unknown

_1114413191.unknown

_1114413467.unknown

_1114273710.unknown

_1113722760.unknown

_1113722958.unknown

_1113723306.unknown

_1113720904.unknown

_1113465550.unknown

_1113465627.unknown

_1113465644.unknown

_1113465654.unknown

_1113465629.unknown

_1113465624.unknown

_1113465625.unknown

_1113465623.unknown

_1113465530.unknown

_1113465541.unknown

_1113465420.unknown

