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1 Introduction

At the RAN2#33 meeting, Nortel presented a contribution  [1] where a potential problem due to HS-SCCH decoding performance has been raised. A related LS was sent to RAN WG1 in [3]. The problem stated in [1] is that  due to possibly frequent wrong detections of the HS-SCCH it may happen that a user is forced to decode data on HS-DSCH which actually is intended for another user. If the decoded HS-DSCH transport block would pass the parity check and would be forwarded to upper layers this may  result in drastic error effects especially on the RLC layer.

Therefore it was proposed in [1]  to secure HS-SCCH misdetection  by including a  UE-Id into the MAC-hs header when using  HS-DSCH.

In this contribution we provide results of a more elaborate analysis of the HS-SCCH detection performance and of its consequences on the likelihood that incorrect HS-DSCH data is delivered to higher layer.

The main  result of our analysis is that  with the present  HS-SCCH  and HS-DSCH processing schemes, the event that incorrect HS-DSCH data is delivered to higher layers will occur only extremely infrequently - on average only after several hundreds of hours of continuous HS-SCCH monitoring from each user’s perspective.  From this we conclude that there is no need for changing the present specifications.

2 Discussion of the HS-SCCH Performance

2.1 Review of the present HS-SCCH processing scheme

The processing of HS-SCCH  is illustrated in Figure 1 [2]. In each 2 ms  time interval, the HS-SCCH carries two information parts denoted as part 1 and part 2,  which can be represented by two code words u1(x) and u2(x), respectively. These terms shall represent polynomials of the variable x in the Galois Field GF(2). Part 1 and part 2 represent blocks of 8 and 13 bits information, respectively. From both parts, a 16-bit CRC information field u3(x) is generated. The generator polynomial of the (n = 37, k = 21)- CRC code is defined as 
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As shown in Figure 1, the two parts u1(x) and  x16 (u2(x) + u3(x) are separately encoded, and each part after coding is transmitted in a separate time interval in time division multiplex (TDM) fashion on the HS-SCCH. In the transmitter the CRC field u3(x)  is scrambled with a 16-bits UE identifier (UE-Id) prior to convolutional encoding. In addition, after convolutional encoding of u1(x) the encoded 40-bit information field is scrambled with an encoded version of the UE-Id.

The two HS-SCCH parts can be decoded one after another in the receiver. In the first receiver processing step, the HS-SCCH information part 1 is retrieved. The scrambling can be removed prior to  decoding provided that the correct UE-Id is employed. If an incorrect UE-Id is employed, the Viterbi decoder will produce only very unreliable soft-output decoding information.  Several potential algorithms exist, which are capable to detect in the decoding  procedure whether or not the decoding output exceeds a given threshold in terms of decoding reliability. 

If the first step is passed, the  HS-SCCH information part 2 is decoded and CRC evaluation (parity check) is performed. The box “Parity Check” in Figure 1 refers to multiplication of the data vector with the parity check matrix which results in the error syndrome. Prior to the parity check, the UE  scrambles the CRC field  with its own UE-Id.  If the UE-Ids applied in transmitter and receiver match each other, the CRC scrambling is removed entirely. If the UE-Ids applied in transmitter and receiver do not match, there are bit inversions introduced into the CRC field, with the intention that these are detected in the parity check procedure. This way, a UE shall detect if it is the intended receiver of the decoded HS-SCCH information, or if  either  it is not the intended receiver or there are errors in the decoded HS-SCCH information due to channel conditions.

The error detection performance of the CRC code depends on the error statistics after convolutional decoding, namely the average error rate and the correlation statistics of the errors, and the CRC code properties.
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Figure 1: HS-SCCH transmission chain

2.2 HS-SCCH performance aspects

2.2.1 Definitions and notation

We employ the following notation for the analysis of HS-SCCH performance:

Ptx user   

Transmission probability on HS-SCCH to the considered user;

Qtx user 
     Probability that the HS-SCCH message is intended for another user, or no message at all is sent;

Q{(} 
Generic symbol to denote a complementary probability, i.e. Q{(} = 1 ( P{(}
Pd part1 
Detection probability for part 1 of the HS-SCCH; 

Pfa part1 
False alarm probability for part 1 of the HS-SCCH;

Pi 
CRC imitation probability, i.e. probability of an undetected transmission error. The event of undetected transmission error happens when bit errors result in a code word which is also “allowed”, and therefore cannot be discovered by parity check.

Pi | user
CRC imitation probability conditioned that the correct UE-Id is employed in HS-SCCH decoding;

Pd



CRC detection probability, i.e. probability that an allowed code word is received.
Pd | user

CRC detection probability conditioned that the correct UE-Id is employed in HS-SCCH decoding;
Pd | not user

CRC detection probability conditioned that an incorrect UE-Id is employed in HS-SCCH decoding;
Pc 



CRC success probability, i.e. probability that the transmitted code word is decoded correctly;
Pc | user

CRC success probability conditioned that the correct UE-Id is employed in HS-SCCH decoding;

Pc | not user
Probability that bit inversions due to incorrect UE-Id employed in HS-SCCH decoding are reverted back due to transmission channel errors;

Pd, data | user
Detection probability of the CRC-24 parity check on HS-DSCH conditioned that the correct UE-Id is employed in HS-SCCH decoding and an imitation has occurred in the parity check on HS-SCCH;

Pd, data  |not  user
Detection probability of the CRC-24 parity check on HS-DSCH conditioned that the incorrect UE-Id is employed in HS-SCCH decoding and parity check on HS-SCCH is passed;

Perror  
Total probability of  delivering incorrect  HS-DSCH data to higher layer.

The procedure of HS-SCCH and subsequent HS-DSCH detection is illustrated in form of a decision tree in Figure 2. The possible end nodes of the tree are marked by triangles. Two paths through the decision tree result in delivery of erroneous HS-DSCH data to higher layer. These paths are marked by the shaded (red) end nodes. 

The decision tree is built of decision or event nodes (squares) and event nodes (circles). The connections between the nodes  are characterized by decision or event probabilities, respectively, which are  indicated as a label at each branch. The total probability of each end result can be calculated by factorisation of the branch probabilities along the path.

In the topmost node of the tree, we distinguish between two events, either a message on HS-SCCH is sent to the considered user (probability Ptx user), or no message is sent to the considered user (probability  Qtx user =    1 ( Ptx user). Note that the latter event shall cover both, the cases that a message not intended for the considered user is sent or that no message is sent at all.

The  probabilities occurring at each processing step are evaluated in the following subsections.
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Figure 2: Decision tree illustrating detection of  HS-SCCH and HS-DSCH 

2.2.2 Performance of HS-SCCH part 1 detection

Due to the UE-Id scrambling applied on HS-SCCH, we need to distinguish two cases: 

1) The UE-Id employed in the receiver matches with the one employed in the transmitter. In this case it is desired to achieve a high detection probability Pd part 1, i.e. probability that the event is detected correctly. The complementary detection probability, Qd part 1 = 1 ( Pd part 1, represents the probability that a  part 1 message which is decoded  with the correct UE-Id is declared incorrect, i.e. the probability that a message for the intended user is missed.

2) The UE-Id employed in the receiver does not match with the one employed in the transmitter. In this case it is desired to achieve a low false alarm probability Pfa part 1, which is the probability that the part 1 message is declared correct while an incorrect UE-Id is employed. The complementary false alarm probability is the likelihood that use of a mismatched UE-Id is detected in  this processing stage.

According to our simulation results, it is feasible to achieve Pfa part 1 = 0.005 (0.5 %) to 0.05 (5 %) and         Pd part 1 = 0.99 on a power controlled HS-SCCH. This means that 1 % of HS-SCCH messages are lost, while at a rate of 95 % (in the worst case) the use of an incorrect UE-Id is already detected in the first stage solely on part 1 of the HS-SCCH message.
2.2.3 HS-SCCH parity check performance

The main criteria of CRC code performance are detection and imitation probabilities, Pd and  Pi, respectively. Both probabilities depend on the CRC code characteristics given by the generator or equivalently the parity check polynomial, and the error statistics of the transmission channel. Pd and  Pi can be calculated analytically for the most commonly used digital channel models, such as e.g. the binary symmetric channel (i.e. AWGN with hard decision) and the Gilbert-Elliott model of  a channel with memory (i.e. channel with  burst-error statistics). Typically, after convolutional decoding, the pattern of residual errors reveal a rather strong burstiness.

We first assume the case that the UE-Id employed in the receiver matches with the one employed in the transmitter.

Figure 3 shows analytically calculated  imitation probabilities Pi versus the channel block error rate, for different degrees of correlations C of the transmission errors. Note that C = 0 corresponds to the memoryless binary symmetric channel. The results for  C > 0 have been obtained for a Gilbert-Elliott channel model, where bit error probabilities of  0 and 0.5 in the “Good” and “Bad” states are assumed, respectively. This results for  C = 0.99 in extreme burstiness of the error patterns, whereas at  C = 0.5 the “visible” burstiness is only quite moderate. 

Note that at BLER = 1 the imitation probability can be calculated as,   

Pi (BLER = 1) = 2((n(k) = 2(16 = 1.526e(5, 

independent of correlation C. This is the well known rule-of-thumb formula of the probability  of missing an error in a CRC protected message  (n ( k  represents the number of parity bits, which is 16 in the considered case). From Figure 3 it can be noted  that at BLER = 1 not necessarily the maximum of Pi is obtained. For the given CRC code, in the memoryless case C = 0, the maximum of  Pi occurs at a slightly lower BLER value, which corresponds to an average bit error rate of approx. BER = 0.1.

Despite of this potential behavior  in the BLER ( 1 region Pi decreases with decreasing block error rate.  With increasing error correlation, the slope of the Pi - curves become less steep. From Figure 3 it can be noted that the intuitive formula Pi(BLER) ( BLER ( Pi(BLER = 1)  represents a very accurate approximation only for large correlation C ( 1. For lower correlations the Pi - performance is significantly below this bound.
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Figure 3: Imitation probability Pi versus BLER for different correlations C
The success probability Pc, defined as the likelihood that a received CRC-protected message is equal to the transmitted message, can be calculated from the error statistics of the transmission channel. Pc is identical with the probability that no error occurred during transmission of the message, i.e. the complementary block error rate:

Pc = 1( BLER.

For the binary symmetric channel, Pc can be expressed in terms of the channel bit error rate Pb as
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where Qb = 1( Pb denotes the complementary bit error rate.

For given imitation and success probabilities, it follows from the definitions given in the above subsection that the detection probability Pd can be calculated as
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From above it follows that at BLER = 1, 
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Next, we consider the case where the UE-Id employed for scrambling of the parity bits in the receiver and transmitter do not match each other. This introduces “bit inversions” in the received  code word at each mismatching bit position in the 16-bits CRC field.

It is rather straightforward to take such bit inversions into account in the analytical calculation of the detection probability Pd for any given specific bit inversion pattern.  Note that in the case of UE-Id mismatch any detection corresponds to an imitation. The purpose of introducing such bit inversions  clearly is to   achieve an effective block error rate  BLEReff (1  in the entire range of channel conditions, defined in terms of the plain average BER or BLER of the transmission. Effective block error rate refers to the probability of block errors due to the combined effect of transmission errors and UE-Id mismatch.  If transmission errors occur at exactly those bit positions where the UE-Ids differ, the two effects cancel each other out and cannot be detected any more. The probability that this happens formally corresponds to the success probability       Pc = 1( BLER in the case of matching UE-Ids.  This means the relation 
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still applies, where by definition  Pc | not user = 1( BLEReff . Note however that  Pc | not user  represents a second  contribution to the overall probability  Pd| not user that the event of UE-Id  mismatch and transmission error has been  missed, so it cannot be interpreted as probability of successful CRC decoding in this case.
The exact run of the Pd| not user curve plotted versus the average transmission channel BER (or BLER) depends on the specific pattern of bit inversions. The part Pi | not user in above equation is generally in the same order as  Pi | user .  It is important to keep the other part, Pc | not user, as small as possible such that it does not become a dominant factor, i.e.  
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. Obviously,  if the number of bit positions where the UE-Ids differ from each other (i.e. the distance between two UE-Ids) is small, the likelihood that these differences are cancelled out by transmission errors may become relatively large. It is therefore important to choose the UE-Ids such that the minimum distance within the set of employed UE-Ids is as large as possible. For instance one could choose to employ only those UE-Ids which form the set of  (16, 11) -extended Hamming codes with a miniumum distance of  dmin = 4,    which has a size of  211 = 2048 sequences. 
Figure 4 compares Pi curves versus bit error rate obtained with and without CRC scrambling mismatch for the memoryless channel. The labels denoted “Dx”at the curves refer to the distance between the employed UE-Ids. It can be noted that a large distance generally leads to improved  performance. A similar conclusion can be drawn from  results obtained for the GE channel model. Thus, we conclude that the introduction of bit inversions  “on average” has no significant impact on the Pi performance, i.e. with the definitions given in above subsection, 
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, provided a minimum distance between UE-Ids of dmin = 4 can be guaranteed.
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           Figure 4: Imitation probability Pi versus BER for different patterns of  UE-Id mismatch;

                           no error correlations (C = 0). Fat lines show Pi , Pd  and Pc for matching UE-Ids.
2.2.4 Overall HS-SCCH misdetection performance and impact on HS-DSCH

From the decision tree in Figure 2 it is obvious that there exist two paths  resulting in delivery of erroneous HS-DSCH data to higher layer,  i.e. the paths ending  in the shaded end nodes (red triangles). One path is conditioned to the event that an HS-SCCH message  intended for the considered user is sent, the other path is conditioned that there was no message for the considered user. 

In the first case (left path) the error is due to an imitation occurring at parity check on HS-SCCH. In the second case (right path) the error is due to passing the parity check despite of the UE-Id mismatch. We refer to these two paths through the code tree as left and right error paths, respectively.

However the above events only lead to delivery of erroneous HS-DSCH data to higher layer if the final parity check  on HS-DSCH is passed, where a  variable-length CRC code with n - k = 24 parity bits is employed.

For the following simplified analysis, we assume that the probability of passing the HS-DSCH parity check is primarily impacted by the decoded HS-SCCH information. In both the left and right error paths there are likely undetected errors either in part 1 or part 2 of HS-SCCH information, or in both parts.

The 8 bits of part 1 information on HS-SCCH carries the resource allocation of the HS-PDSCH (1 bit modulation scheme, 7 bits channelization code allocation). If the part 1 info is erroneous, the likelihood that the decoded  bits indeed correspond to a currently employed HS-DSCH resource allocation on average is at best P1 = m(2(8 , where m refers to the code-multiplex factor of the HS-DSCH configuration, i.e. the maximum number of simultaneously served users. In the following calculations we assume m = 4.

The 13 bits of part 2 information are comprised of  6 bits TB size and 7 bits HARQ related information.  Clearly an error in the TB size information should lead to CRC detection failure on HS-DSCH with very high likelihood. The impact of errors in the HARQ information part should depend to large degree on whether or not new data is transmitted. In case of a retransmission, the combination with previously received data  will at least not increase detection probability, such that after combination the parity check should fail again. For the  following calculations we  use the (worst-case) assumption  that errors in the HARQ information part do not harm HS-DSCH decoding, while mismatched TB size will lead to a parity check error. Assuming that  all TB sizes are used with uniform likelihood, this means   that approximately with probability  P2 = 2(6 a TB size is picked  which is indeed in use on the resource allocation detected on part 1.  This means due to errors in part 2, we assume that the HS-DSCH data of another user is  decoded correctly and parity check on  HS-DSCH is passed with probability  P2 = 2(6.

For the following simplified analysis we assume that the detection probability of the parity check performed on HS-DSCH is, 
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i.e. the same probability for both error paths in the decision tree.

The probability of  ending up in any end node of the tree can be calculated by multiplication of the branch probabilities along a path. On the two error paths we obtain,
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The total error probability is obtained as the sum of these two parts:
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With these definitions, the average time Terror of delivering incorrect HS-DSCH data to higher layer can be estimated as follows:
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where  the constant 2000 accounts for the number of messages per second received on  four parallel          HS-SCCHs. 

Calculation of Perror is based on the following assumptions. We assume that an average Pfa part1 = 0.05, can be achieved,  approximately independent on the specific channel conditions. 

We assume an average detection probability 
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=  1e-5  on the false alarm branch (averaged over the channel conditions and variation of  UE-Id pairs, assuming  a minimum Hamming distance of 4 between UE-Id codes). This assumption is justified from the results shown in the previous section.

The average imitation probability in the case of correct detection of the HS-SCCH part 1 information is assumed to be 
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(BLER = 1) = 1.5e(5 by a factor of at least 0.1. This assumption is justified since a correct detection of  part 1 should imply relatively good channel conditions.  This will be ensured  by  setting of the HS-SCCH power such that the channel seen by the intended user is “good” (i.e. BLER ( 0.1) with high likelihood. 

Finally an assumption on the  transmission probability Ptx user is required. The choice of  Ptx user defines the relative weighting between the two terms in  Perror. Note that Ptx user = 0.25 is the maximum possible value, since at a given time only one of the four simultaneously monitored HS-SCCHs should carry data for the considered user.
If Perror, is calculated for  Ptx user = 0 (i.e. there is never data transmitted on HS-SCCH intended for the considered user)  this results in   Terror ( 1137 hours based on above assumptions.  If Ptx user = 0.1 is assumed, we obtain Terror ( 1036 hours. Ptx user = 0.25 results in Terror ( 913 hours.

3 Conclusion

The above analysis confirms that the present  HS-SCCH and HS-DSCH processing schemes are sufficiently reliable in terms of  the average time Terror of delivering incorrect HS-DSCH data to higher layer. Therefore our conclusion is that  any further UE-Id related protection of the HS-DSCH data is not needed for the Release 5 specifications.

If the  present performance would still be regarded as too risky, the simplest way of further improvement is the introduction of UE-Id dependent scrambling of the CRC field on HS-DSCH rather than explicit inclusion of the UE-Id into the MAC-hs header.  Such a modification however could be introduced also for a later release if  there exists indeed a problem in realistic propagation scenarios which we judge as extremely unlikely. 
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