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1 Introduction

In this document, we summarize the two methods for link error prediction for uplink system simulation that were presented in [1], and, additionally, present formulae for some cases not considered there. Details about the derivation of these formulae are available in [1].

For simplicity, we only consider the case with maximum ratio combining (MRC) where perfect estimates of interference plus thermal noise on each resolvable path of the channel is available. 

2 Overview of the Approach

We provide two methods for calculating an effective Eb/No as seen by the turbo decoder when channel estimation is imperfect. The first method, called the Equivalent SNR method, is presented in Section 3. The second method, called the Delta-Theta method, is presented in Section 4. For convenience, we will only present the expression for calculating effective Eb/No for the Equivalent SNR method when maximum ratio combining (MRC) is used. The basic idea in the two approaches is the same and is outlined below.

Demodulation with imperfect channel estimates affects the SNR of the demodulated symbols. The SNR of the demodulated symbol – as seen by the turbo decoder – can be characterized analytically. This SNR is a function of the packet parameters, transmit data and pilot energies, channel gain, interference power, quality of channel estimates and combining method. Note that all of the parameters would already be generated in a system level simulation and nothing additional needs to be generated for this approach. An effective Eb/No for the block is then readily computed (analytically) from this modulation symbol SNR.  Plotting the FER curves as a function of the effective Eb/No, calculated in this manner, matches very closely the FER curves with perfect demodulation (i.e. no channel estimation error). This suggests that the effective Eb/No metric sufficiently captures the impact of channel estimation errors.

When the channel estimates are very poor – as is the case at very low pilot SNRs –the FER vs effective Eb/No curve and the FER curve with perfect demodulation show a small relative shift. This is because the noise introduced by imperfect demodulation is not Gaussian. Therefore, in certain cases, a small adjustment term – called the non-Gaussian gain – may be necessary. Refer to Appendix B for a more detailed discussion. Simulation results are provided for different channel models and speeds with HARQ based on Chase combining in [2]. For all the cases considered in [2], the approaches prove to be very accurate.   

3 The “Equivalent SNR Method”

Figure 1 below outlines the procedure. The notations used in the figure and in the sequel are explained in detail in Table 1 in 3.1 and Table 3 in Appendix A. 

We remark that the slots spanned by the transmission include H-ARQ retransmissions, if any, and, therefore, need not be contiguous. 
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Figure 1: Outline of Equivalent SNR Method.

The output of the link error prediction algorithm (see Figure 1) is the effective Eb/No, 
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, for the transmission
. This is calculated analytically using Eqn. 0.1 or 0.2, for BPSK and QPSK with single channelization code respectively. For QPSK with different channelization codes on I and Q branch, the expression is provided in Eqn. 0.3. Note that those expressions are only functions of parameters already being generated in the system simulation such as data and pilot energies, channel gain for each path and interference powers for each path.  

The probability of error for the transmission or FER can then be obtained in two (approximately equivalent) ways. In the first method, the probability of error for the transmission or FER is simply 
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 i.e., the FER is obtained using the lookup curve 
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 after adjusting the effective Eb/No, 
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, by applying the Doppler penalty, the puncturing penalty, and the non-Gaussian gain
 (see Appendix B for definitions) as described in [1]. In the second, more accurate method, short term FER curves for the given channel model and effective code rate are used to obtain the FER. The method of generating the short-term curves depends on whether the traffic channel is power controlled or not, and is outlined in Appendix B. 

The key step in Figure 1 is the calculation of the effective Eb/No or 
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, which is the Eb/No calculated based on the effective SNR of the demodulated symbols as seen by the turbo decoder.  The following two subsections provide the formulae for calculating 
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 when MRC is used. In deriving these expressions, we have assumed that the modulation, as well as the number of modulation symbols transmitted in each slot, remains unchanged over the course of the transmission
.

3.1 Effective Eb/No for BPSK Modulation with MRC

In this case, 
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 is given by 
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where the variables in the equation are defined in Table 1 below.

Table 1. Definitions of variables.

	N
	Number of information bits.
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	Total number of slots spanned by the transmission.
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	Number of modulation symbols transmitted in each slot.

	P
	Total number of resolvable paths of the channel.
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	Magnitude of the channel gain on path p in slot i.
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 is the transmit energy per modulation symbol in slot i, and 
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 is the interference plus thermal noise power on path p in slot i. Therefore, this is the received modulation symbol Es/No on path p in slot i of the traffic channel before demodulation, and equals the symbol SNR upon demodulation only when demodulation is done with perfect channel estimates. 
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	“SNR of the channel estimator.” See Appendix C.


3.2 Effective Eb/No for QPSK modulation with MRC

3.2.1 I and Q Branches on the Same Channelization  Code

The effective Eb/No, 
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, in this case equals
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where the variables are defined in Table 1 above.

3.2.2 I and Q Branches on Different Channelization Codes

The effective Eb/No, 
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, in this case equals
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Note: For the case of channel estimation based on two-slot averaging of pilots, the effective channel estimation SNR, 
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 in the expressions above, may be computed as outlined in Section 7.2 and inserted into equations for effective Eb/No. Alternately, a precise and more general expression for the effective Eb/No itself that captures correlation in channel and noise with multi-slot channel estimation and transmission can also be derived. The results in [2] indicate that the simpler approach of Section 7.2.1 is sufficiently accurate and the precise method of Section 7.2.2 may not be necessary. 

4 The “Delta-Theta Method”

The second method is outlined in Figure 3 below.
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Figure 3. Outline of the Delta-Theta method.

The notations used in the figure above and in the sequel are explained in detail in Table 1 in Section 3.1 and Table 3 in Appendix A.

4.1 Effective Eb/No for BPSK Modulation

The effective Eb/No, 
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4.2 Effective Eb/No for QPSK Modulation

4.2.1 I and Q Branches on the Same Channelization Code

In this case, 
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4.2.2 I and Q Branches on Different Channelization Codes

Noting that this case is equivalent to transmission using BPSK on two different channelization codes, we obtain that 
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5 Conclusions

Effect of weak pilots is important to capture in uplink system simulations. This document outlines two simple methods for capturing the effect of weak pilots using quasi-analytic techniques that avoid the use of large tables and/or fudge factors. Additional details, including derivations of the formulae, can be found in [1].
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Annex E: Modeling of the effect of channel estimation errors on link performance

As mentioned in Section A.1.1, the effect of channel estimation errors on link performance should be modeled for an accurate comparison of different techniques. Two methods for modeling this effect are provided in [11]. The methods described are applicable to the Quasi-static approach discussed further below. We provide below a brief overview of techniques used in [11][R1]:

· Demodulation with imperfect channel estimates affects the SNR of the demodulated symbols. The SNR of the demodulated symbol – as seen by the turbo decoder – can be characterized analytically. This SNR is a function of the packet parameters such as transport block size and data rate, transmit data and pilot energies, channel gain, interference power, quality of channel estimates and combining method. Note that all of the parameters would already be generated in a system level simulation and nothing additional needs to be generated for this approach. An effective Eb/No for the block is then readily computed (analytically). The probability of error for the transmission is then obtained by using appropriate lookup curves (after adjusting the analytically calculated effective Eb/No by applying the Doppler penalty, puncturing penalty, and other terms, as appropriate). See [11][R1] for more details. 

In cases that do not involve the use of H-ARQ combining, in addition to the methods in [11][R1], the following method may be used:

· FER Vs traffic Eb/No curves are generated for each TFC, over each fading channel model, via link level simulations. A family of curves is produced for each data rate with each curve being parameterized by the average pilot SNR over the frame. For a single packet transmission in the system simulation, the average pilot SNR during the frame, and the received traffic channel Eb/No are computed. Performance is read off from the corresponding error curve (one which is parameterized by the same pilot SNR) obtained in the link level simulations, at the received traffic channel Eb/No value observed in the system simulation. If an error curve for this average pilot SNR does not exist for this TFC, the FER curve for this average pilot SNR is interpolated from the curves for pilot SNR immediately above and below this value, and read at the same received traffic Eb/No.

If the effect of channel estimation errors is not modeled, then several techniques, such as the ones in [3], [5] or [6], may be used:

1. Quasi-static approach [5] (QSA) with appropriate Doppler, Demapping, Puncturing penalties.

2. The modelling of link level performance at the system level is done with Eb/N0 to BLER mapping, called the “Actual Value Interface” (AVI), described in [3].

If a comparison of schemes is based on such models – that do not incorporate the effect of channel estimation errors – then justification should be provided for not accounting for this effect.

------------------ End of text proposal for TR 25.896 ----------------------------------------
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Appendix A : Notations Used

In this section, we define the notations used in this document (also see Table 1).

Table 3. Notations used.
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	Complex channel gain on path p in slot i, which equals 
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	Receiver’s estimate of the channel gain 
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	Error in the channel phase estimate at the receiver 
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	Puncturing penalty for a code of effective rate 
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	Doppler penalty for the given channel model.
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	Adjustment term, which will be called the Non-Gaussian gain. This is to account for the fact that the noise introduced due to demodulation using imperfect channel estimates in non-Gaussian.
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	FER for the mother code, when Eb/No equals x, on an AWGN channel.
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	FER for a code of effective rate 
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 when the short term Eb/No equals x on the given channel.


Note that the effective code rate, by definition, is no smaller than the mother code rate – denoted 
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– and, in particular, remains unchanged in the case of Chase combining.

Appendix B : Adjustment Terms and Lookup Curves

Let 
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 be the FER of a turbo code of effective rate R on an AWGN channel, when Eb/No equals x and the modulation is QPSK. The puncturing penalty for the code 
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 is simply the additional Eb/No required for the code to achieve an FER of 0.01, when compared with the mother code. Mathematically, 
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 is the Eb/No required to achieve an FER of 1% for the mother code on the AWGN channel.

Generation of short term curves: The short term FER curve for a given channel model 
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 is obtained from link level simulations, assuming perfect channel estimation on each resolvable path of the channel. The goal of this is to characterize the probability of error for a packet transmission over the given channel model when the received Eb/No equals x. Of course, since the power of the received signal fluctuates over of the course of the transmission, 
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, in general. Since the variation in the received power depends on whether or not the traffic channel is power controlled, the method of generating these short term curves is different for the two cases. When the traffic channel is not power controlled, the power of the received signal fluctuates in accordance with the corresponding channel model. In this case, the transmit power is kept constant over the course of the transmission, so that 
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 is simply the FER when the Eb/No for the packet transmission equals x. By contrast, when the traffic channel is power controlled, the transmit power varies over the course of the transmission, so that the fluctuation in the power of the received signal is a result of the effect of channel variation and the transmit power variation due to power control. Note that since the channel estimation is assumed to be perfect, the degradation due to imperfect channel estimation is not captured in these short term curves.

Non-Gaussian Gain 
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: As is shown in [1], demodulation using imperfect channel estimates results in additive non-Gaussian noise. But, the lookup curves used to predict the FER for the packet transmission were generated for additive Gaussian noise channels. So, although the effective Eb/No calculated in Sections 3 and 4 are accurate, the FER predicted by these lookup curves may not match the observations. This adjustment term, which only depends on the channel model – albeit weakly – is therefore used to account for this discrepancy. Experimentally, we have found that FER predicted by the lookup curves at a given SNR is higher than the true FER, whence the adjustment term is a gain rather than a penalty. This is not altogether surprising because it is well known that for a given SNR, the information-theoretic capacity of an additive noise channel with an input power constraint is minimized when the additive noise is Gaussian. We do caution here that, in general, at a given SNR, the performance of specific codes, such as turbo codes, need not be better for an arbitrary additive non-Gaussian noise channel than for an AWGN channel. Finally, simulations (not included here) indicate that this gain is typically much smaller than 1dB. More importantly, the gain is negligible when the channel estimates are good. 

Appendix C : Channel Estimation

The receiver’s estimate 
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 on path p in slot i can, in general, be written as
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, determines the “quality” of the receiver’s estimate of the channel gain, which leads to the interpretation that 
[image: image64.wmf],

ip

G

 is the SNR of the channel estimator. The value of 
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 depends on the pilot transmission power, the interference plus thermal noise on the pilot channel, and the channel estimator being used.

It also follows from 
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 that  GOTOBUTTON ZEqnNum897947  \* MERGEFORMAT  can alternately be generated in system simulations as
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where 
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 are the in-phase and quadrature-phase components of 
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As mentioned earlier, the equivalent SNR method only requires the SNR of the channel estimator rather than the actual channel estimates. In the following subsections, we consider specific channel estimators and show how the SNR of the channel estimator can be derived.

7.1 Channel Estimation Based on One-slot Rectangular Window FIR Filter

Upon invoking the quasi-static assumption, it holds that the pilot received on the jth chip on path p in slot i is given by
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 is the interference plus thermal noise experienced on the pilot channel on path p in slot i, 
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It now follows that
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7.2 Channel Estimation Based on Two-slot Rectangular FIR Filter 

There are two simple ways of handling this case. In the first one (see Section 7.2.1), we simply calculate 
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,  GOTOBUTTON ZEqnNum487429  \* MERGEFORMAT ), we explicitly derive the expressions for effective Eb/No. 

The difference between the two approaches is as follows. Consider the case where the channel estimate 
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Consider first the case where the channel estimate 
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so that 
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where 
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 equals the change in channel condition from slot 
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Next, consider the case where the center tap of the rectangular FIR filter is at the center of slot 
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, it is easily shown that 
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In this method we explicitly derive expressions for effective Eb/No for the case where two-slot channel estimation is used. Although we have considered the case with pilot weighted combining in our derivation below, the method is easily extended to MRC. As was mentioned earlier, this captures the correlation in the channel estimates 
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. Note that this second effect – i.e., the correlation introduced due to the additive noise – plays a role only when a part or all of the transmission spans contiguous slots. 

We only consider the case where the channel estimate 
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The following assumptions are made in the analysis:

· BPSK modulation 

· Transmissions (including possible retransmissions) take place over a total of L slots, some of which may be contiguous.

· Transmission takes place in slots contained in the set 
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 are the slot indices.  Note that slot indices will differ by at least +/-1, but some may be contiguous (i.e. difference exactly equal to 1 or –1) and some not. The notation 
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· For ease of presentation, the analysis for single path case is presented; extension to the multipath case is straightforward.

The received signal (data) in slot tk is 
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 due to the two-slot averaging used. Here, 
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Demodulation and pilot weighted combining of the slots yields  
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where 
[image: image126.wmf]Re{}
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is the real part of 
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. In computing the SNR based on 
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, two effects have to be captured. Firstly, the channel estimate in a slot depends on the true channel gain in the previous slot and secondly, when transmission takes place over two or more contiguous slots, then the noise in the channel estimate for those slots is correlated.  The effective Eb/N0 now becomes
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where
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is the Kronecker delta function. The Kronecker delta function captures the fact that when transmission takes place in two or more slots, the noise in channel estimates for adjacent slots is correlated. For transmissions that are separated by more than one slot, the noise is not correlated.

The above expression is readily computed using the channel gains, channel estimation SNR and data noise variance values for each slot used for transmission as done before.  Following the same analysis steps, the expressions can be extended to

1. Multipath Case (the summations would be over slots and paths in the numerator and denominator.

2. Any linear filter applied to the per-slot averaged pilot values.









� A block transmission, as referred to here, may consist of one or more H-ARQ retransmissions.


� The significance of the adjustment term � EMBED Equation.DSMT4  ���, which shall be referred to as the “Non-Gaussian gain,” is provided in � REF _Ref29499252 \r \h ��Appendix B�. 


�  A more general formula, for cases without this assumption, i.e., one where the modulation as well as the number of modulation symbols transmitted in each slot is allowed to be different, can also be obtained.
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