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1 Introduction
This document contains a proposed set of system level simulation assumptions for the analysis of higher chip rates for UTRA TDD study item. The main body of the document is a text proposal for TR25.895 containing the system level simulation assumptions.
Given that system level simulation tools and platforms differ between companies, very detailed definition of system level simulation assumptions is not feasible. This document contains a set of basic assumptions covering the following aspects :
· system level parameters

· system configuration

· output metrics
System level simulations may be performed in a dynamic manner or in a quasi-static manner. In either case, the link level simulation results from Annex A of TR25.895 may be used as an input to the system level simulations.

In case a company uses a dynamic system level simulator, link level simulations for circuit switched bearers should include statistics of probability of BLER against instantaneous 
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. It is proposed that the link level simulations section of TR25.895 is updated accordingly. 

 [1], [2] and [3] have been used as inputs to this document.
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A.11.1 
Speech (12.2kbps) and Circuit Switched Data (384kbps) Bearer Services

1. Plots of mean 
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 versus DCH BLER

2. Plots of mean 
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 versus TFCI and TPC reliabilities

3. PDF of the Node-B and UE timeslot transmit powers when meeting 1% DCH BLER.  These powers are expressed relative to Ioc and assume a mean pathloss of 0 dB.
4. Histogram of the short-term 
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 (averaged over each TTI transmission period) versus probability of transport block failure.
<<<<<<<<<<<<<<<<< NEXT SECTION >>>>>>>>>>>>>>>>>>>>>>>>>>>>
Annex B (normative):

System Level Simulation Assumptions
B.1 General

Given that system level simulation tools and platforms differ between companies, very detailed definition of system level simulation assumptions is not feasible. System level simulations may be performed in a dynamic manner or in a quasi-static manner. In either case, the link level simulation results from Annex A may be used as an input to the system level simulations.

This annex contains a set of basic assumptions and parameters allowing some harmonization of results.
B.2 System Level Parameters
B.2.1 Antenna Pattern

The antenna pattern used for each sector, is specified as :
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where min[ ] is the minimum function, [image: image7.wmf]dB
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= 70 degrees) , and Am= 20 dB is the maximum attenuation.

B.2.2 Antenna Orientation

The antenna bearing is defined as the angle between the main antenna lobe centre and a line directed due east given in degrees. The bearing angle increases in a clockwise direction. Figure 1 shows an example of the 3-sector 120-degree center cell site, with Sector 1 bearing angle of 330 degrees. Figure 2 shows the orientation of the center cell (target cell) hexagon and its three sectors corresponding to the antenna bearing orientation proposed for the simulations. The main antenna lobe centre directions each point to the sides of the hexagon.  The main antenna lobe centre directions of the 18 surrounding cells shall be parallel to those of the centre cell.  Figure 2 also shows the orientation of the cells and sectors in the two tiers of cells surrounding the central cell.


[image: image9]
Figure 1:  Centre cell antenna bearing orientation diagram
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Figure 2:  Configuration of adjacent tiers of neighbouring cells, sectors, and Node-Bs

B.2.3 Common System Level Assumptions
The assumptions used in the system-level simulations that are common to Release 99/4 type and HSDPA type bearers are listed in Table 1.

Table 1 - Common system level simulation assumptions

	Parameter
	Explanation/Assumption
	Comments

	Cellular layout
	Hexagonal grid, 3-sector sites
	See Figure 2

	Antenna horizontal pattern
	70 deg (-3 dB) with 20 dB front-to-back ratio
	

	Site to site distance
	700m
	suburban deployment

	Propagation model
	L = 128.1 + 37.6 Log10(R)
	R in kilometres

	Slow fading
	As modelled in UMTS 30.03, B 1.4.1.4
	

	Standard deviation of slow fading
	8 dB
	

	Correlation between sectors
	1.0
	

	Correlation between sites
	0.5
	

	Correlation distance of slow fading
	50 m
	

	BS antenna gain
	14 dB
	

	UE antenna gain
	0 dBi
	

	UE noise figure
	5 dB
	

	Thermal noise density
	-174 dBm/Hz
	

	BS total Tx power
	Up to 40 dBm
	

	BS noise figure
	4 dB
	

	UE total transmit power
	24dBm
	

	UE spatial distribution
	Uniform random spatial distribution over elementary single cell hexagonal central Node-B
	

	Channel bandwidth
	10MHz
	

	Frequency re-use
	1
	


It is assumed that the cells in the simulated configuration are synchronized such that all cells use the same timeslots for uplink and downlink and timeslot boundaries are synchronized in the network.

B.2.4 HSDPA specific simulation assumptions

The common system level assumptions of subclause B.2.3 apply for HS-DSCH simulations. The system level assumptions that are specific to HS-DSCH channels are detailed in Table 5.

Table 2 - HS-DSCH specific system level simulation assumptions
	Parameter
	Explanation/Assumption
	Comments

	Power allocated to HS-DSCH in timeslot
	100% of total cell power
	

	HSDPA TTI
	10ms
	

	HARQ scheme
	Chase combining
	

	Timeslot structure
	according to Figure 4
	

	HS-SICH to HS-SCCH Node B turnaround
	1 slot
	

	Feedback quality
	ideal
	

	HS-SCCH quality
	ideal
	

	CQI derivation
	based on Ior_hat/Ioc in TTI
	

	Re-transmission priority
	maximum
	

	Scheduling
	Proportional fair or round robin
	

	Maximum number of HARQ retransmissions
	3
	max 1 transmission and 3 re-transmissions per MAC-hs PDU


In the HS-DSCH system simulations, the scheduler shall schedule re-transmissions for UEs before it schedules initial transmissions to UEs. Re-transmissions are thus given the maximum priority by the scheduler.

The assumed frame structure for HSDPA related channels is shown in Figure 4.


[image: image11]
Figure 4 - Frame structure for HS-DSCH system level simulations

B.2.4.1 Chase Combining assumptions

The Chase combining HARQ scheme shall be applied by the system simulator. A value 
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shall be maintained for each HARQ process of each UE in the system simulation. This value shall be reset to zero when the new data indicator bit is incremented for that UE. 
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shall be incremented by the amount 
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when there is a (re)-transmission for that HARQ process (where 
[image: image15.wmf]inst

oc

or

I

I

ˆ

is an instantaneous value for the current TTI) . The probability of block error for the (re)-transmission is then read off the appropriate link level simulation curves for channel being simulated. This probability of block error is used to update the performance metrics.

Note that the method described here relates to symbol level Chase combining and allows the link level simulation results to be used to derive HARQ performance results.
B.2.4.2 CQI derivation assumptions

Following an HS-DSCH transmission, the system simulator shall derive a CQI for that UE based on the channel type,  the 
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received by that UE, the link level simulation results and the BLER operating point for HS-DSCH. The system simulator shall base the MCS for retransmissions on the derived CQI value and may take account of the CQI value when scheduling UEs with HS-DSCH resources (according to the scheduler employed). For the purposes of scheduling, the system simulator may interpolate between the set of CQI values supported by the link level simulation results.

B.2.4.3 Size of allocations

The system simulator shall make HS-DSCH allocations with the code rates and modulations defined in Table A.8. The allocations shall span 8 timeslots. The number of codes in the allocation shall be an integer multiple of 2 (note that the link level results obtained in section A are derived using 4 code allocations, but are equally applicable to 2 code [and greater] allocations at the same code rate and modulation; at large transport block sizes, there is little variation in turbo decoder gain with transport block size). The performance of these allocations will be taken from the link level results as a function of code rate and modulation. 
B.2.4.4 Scheduling Algorithms

Proportional fairness scheduling or round-robin scheduling may be applied. Other scheduling algorithms may be applied provided they are documented.

B.2.4.4.1 Proportional Fairness Scheduling

The proportional fairness (PF) scheduler shall be implemented as follows:

· At each time n, a priority function 
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 is computed for each UE station i.
· The UE station i with the highest (largest) priority 
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 is scheduled for the current time slot.
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is computed as follows:
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where:

· 
[image: image21.wmf]n

 is the time (in TTIs)

· 
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 is the data rate potentially achievable for UE station i at time n (computed using the CQI reported from the UE station). DRRi[n] is normalized to a 4 code, 8 timeslot allocation

· 
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 is the average throughput served to this UE station up to time n
·  and  are indices used to control the scheduling fairness.  The values normally used for simulation purposes here are ==1.  (Note that these two parameters can be varied to select a scheduling method anywhere between the two extremes of round-robin scheduling (=0, =1) and maximum C/I scheduling (=1, =0).)
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where 
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, which corresponds to an IIR averaging time constant of 1.5 seconds. 

Note that 
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 is the number of information bits (payload bits) corresponding to an initial packet transmission occurring at TTI n-1. It is updated only once for the first transmission of a new packet since net throughput (goodput) is the quantity of interest.

B.2.4.4.2 Round Robin Scheduling

A round-robin (RR) scheduler is defined as a scheduler that cyclically allocates a TTI to each one of the UEs in order to transmit data signals without consideration of the packet quality (successful transmission or not) or the current channel quality (whether or not the UE is currently in a fade).
B.3 Traffic Models

B.3.1 Release 99 / 4 type bearers

Calls are created according to a Poisson process as a function of the system load in Erlangs. The call duration is exponentially distributed with a mean of 120 seconds. The typical load offered per user during the busy period is 25 mErlang.
B.3.2 Release 5 type bearers
The system level simulation for the higher chip rate reference configuration shall consider the traffic models detailed in the following subclauses (5.2.1 and 5.2.2). Only system level simulations with homogenous traffic mixes shall be considered (all users in the simulation with have solely HTTP traffic or solely FTP traffic). There is no mixing of traffic types within a simulation.

B.3.2.1 HTTP Traffic Model Characteristics
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Figure 5: Packet Trace of a Typical Web Browsing Session
Figure 5 shows the packet trace of a typical web browsing session.  The session is divided into ON/OFF periods representing web-page downloads and the intermediate reading times, where the web-page downloads are referred to as packet calls. These ON and OFF periods are a result of human interaction where the packet call represents a user’s request for information and the reading time identifies the time required to digest the web-page.

As is well known, web-browsing traffic is self-similar.  In other words, the traffic exhibits similar statistics on different timescales.  Therefore, a packet call, like a packet session, is divided into ON/OFF periods as in Figure 5. Unlike a packet session, the ON/OFF periods within a packet call are attributed to machine interaction rather than human interaction.  A web-browser will begin serving a user’s request by fetching the initial HTML page using an HTTP GET request.  The retrieval of the initial page and each of the constituent objects is represented by ON period within the packet call while the parsing time and protocol overhead are represented by the OFF periods within a packet call.  For simplicity, the term “page” will be used in this paper to refer to each packet call ON period.  
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Figure 6: Contents in a Packet Call
The parameters for the web browsing traffic are as follows:

· SM: Size of the main object in a page

· SE: Size of an embedded object in a page

· Nd: Number of embedded objects in a page

· Dpc: Reading time

· Tp: Parsing time for the main page

HTTP/1.1 persistent mode transfer is used to download the objects, which are located at the same server and the objects are transferred serially over a single TCP connection. The distributions of the parameters for the web browsing traffic model are described in Table 6.

	Component
	Distribution
	Parameters
	PDF

	Main object size (SM)
	Truncated Lognormal
	Mean = 10710 bytes
Std. dev. = 25032 bytes

Minimum = 100 bytes

Maximum = 2 Mbytes
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	Embedded object size (SE)
	Truncated Lognormal
	Mean = 7758 bytes
Std. dev. = 126168 bytes

Minimum = 50 bytes

Maximum = 2 Mbytes
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	Number of embedded objects per page (Nd)
	Truncated Pareto
	Mean = 5.64
Max. = 53
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Note: Subtract k from the generated random value to obtain Nd

	Reading time (Dpc)
	Exponential
	Mean = 30 sec
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	Parsing time (Tp)
	Exponential
	Mean = 0.13 sec
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Table 4: HTTP Traffic Model Parameters
B.3.2.2 FTP Traffic Model Characteristics

In FTP applications, a session consists of a sequence of file transfers, separated by reading times.  The two main parameters of an FTP session are:

1. S : the size of a file to be transferred

2. Dpc: reading time, i.e., the time interval between end of download of the previous file and the user request for the next file.

The underlying transport protocol for FTP is TCP.  The model of TCP connection described in Section 5.2.1 will be used to model the FTP traffic.  The packet trace of an FTP session is shown in Figure 7. 
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Figure 7: Packet Trace in a Typical FTP Session
The parameters for the FTP application sessions are described in Table 7.

	Component
	Distribution


	Parameters


	PDF



	File size (S)
	Truncated Lognormal
	Mean = 2Mbytes

Std. Dev. = 0.722 Mbytes

Maximum = 5 Mbytes
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	Reading time (Dpc)
	Exponential
	Mean = 180 sec.
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Table 5: FTP Traffic Model Parameters
Based on the results on packet size distribution, 76% of the files are transferred using an MTU of 1500 bytes and 24% of the files are transferred using an MTU of 576 bytes. For each file transfer a new TCP connection is used whose initial congestion window size is 1 segment (i.e. MTU). 

B.3.3 Channel Models

Simulations shall be performed with a mix of channel models within the cell. When a mix of channel models are applied within a cell, UEs shall be randomly assigned channel types with the probabilities defined in Table 6.

Table 6 – Probability distribution for assignment of channel models 
	channel
	probability

	AWGN
	0.2

	ITU Ped A : 3kmph
	0.3

	ITU Ped B : 3kmph
	0.3

	ITU Veh A : 30kmph
	0.15

	ITU Veh A : 120kmph
	0.05


Simulations may also be performed with a homogeneous channel model for the entire cell (the channel model for each UE in the cell shall be the same). In this case, results shall be derived for the channels models defined in annex A.
B.4 Output Metrics

B.4.1 Release 99 / 4 type bearers

B.4.1.1 Definitions

B.4.1.1.1 Satisfied User

A satisfied user for a circuit switched service is defined as follows :

1. the user is not blocked when arriving onto the system

2. over both directions of the entire call together, 
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3. the user’s call is not dropped during the call. A call is dropped if, in either direction of a call, 
[image: image33.wmf]threshold

BLER

BLER

>

 in every TTI for more than 
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B.4.1.1.2 System Load

The system load is measure in [kbps/cell]

The system load 
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where 
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is the average number of (simultaneous) circuit switched users per cell, i.e. the offered load (Erlangs)

B.4.1.1.3 Cell Operating Load

The cell operating load is defined as the system load where there are exactly 
[image: image38.wmf]2

x

% satisfied users.
B.4.1.1.4 Parameters definitions

The default values for the parameters defined in subclause B.4.1.1 are defined in Table 4.

Table 7 - Parameter values definitions for CS system simulations

	Parameter
	Name / description
	Value
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	Bad quality probability threshold
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	Block error rate threshold for DPCH
	1%
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	Dropping time-out, circuit switched
	5 seconds
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	Threshold for ratio of satisfied users
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B.4.1.2 Performance Metrics for Release 99/4 type bearers

System level performance metrics should be derived using homogeneous bearer services (i.e. there should not be a mix of 12.2kbps and 384kbps bearer services in the cell). Performance metrics shall be collected for the centre cell only of the hexagonal grid of cells defined in subclause B.2.2.
The following performance metrics are defined :
1. Blocking probability is the probability that a user is not allowed onto the system. Graphs of blocking probability against system load shall be plotted.
2. Number of satisfied users is defined as the number of satisfied users in a cell where a “satisfied user” is defined in subclause 4.2.1.1 (this metric takes account of call blocking, call dropping and call quality). Graphs of number of satisfied users against system load shall be plotted.
The cell operating load may be stated as a summary of the performance.
B.4.2 Release 5 type bearers 

The following statistics related to data traffic should be generated. Separate sets of statistics should be collected as the number of UEs per cell is varied.

The following statistics related to data traffic should be generated as system level simulation results.  
1. Average cell throughput [kbps/cell] is used to study the network throughput performance, and is measured as
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where b is the total number of correctly received data bits in all data UEs in the simulated system over the whole simulated time and T is the simulated time.
The average cell throughput is calculated for the centre cell site only (consisting of 3 sectors).
2. Average packet call throughput [kbps] for user i is defined as 
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where k  denotes the kth packet call from a group of K packet calls where the K packet calls can be for a given user i , tarrival_k = time that first packet of packet call k arrives in queue, and tend_k = time that last packet of packet k is received by the UE. Note for uncompleted packet calls, tend_k is set to simulation end time. The mean, standard deviation, and distribution of this statistic are to be provided. The term “packet call” is defined in Figure 6 for HTTP traffic and Figure 7 for FTP traffic.

3. The averaged packet delay per sector is defined as the ratio of the accumulated delay for all packets for all UEs received by the sector and the total number of packets. The delay for an individual packet is defined as the time between when the packet enters the queue at the transmitter and the time when the packet is received successfully by the UE. If a packet is not successfully delivered by the end of a run, its ending time is the end of the run.
4. Number of satisfied users 

A user is considered to be satisfied if an average of less than 
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% of their MAC-hs PDUs cause an RLC retransmission due to the maximum number of HARQ retransmissions being exceeded.

Parameter values that shall be applied for the performance metrics of Release 5 type bearers are specified in Table 8.

Table 8 – Parameter values for performance metrics of Release 5 type bearers

	Parameter
	Name / description
	Value
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	Threshold ratio of MAC-hs PDUs that cause an RLC retransmission
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