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1. Introduction

In WG1#28bis meeting, there were several contributions addressing the issue what kind of topics should be included into studying Enhanced Uplink DCH, and what kind of approach should be taken in the evaluation [2-7]. After that, the agenda item has been discussed in all RAN WG1 meetings. The draft TR 25.896 found from [9], containing all the latest agreed modifications.

In WG1#29 meeting Nokia presented a discussion paper and text proposal [10] for the Technical Report for Feasibility Study for Enhanced Uplink for UTRA FDD [9] describing a method for Node B based uplink packet scheduling method. Further revised text proposal was presented in WG1 #30 meeting in San Diego [13]. Later the still revised text proposal [15] was discussed in 3GPP TSG RAN WG1 email reflector.

This contribution is a revision to [10] and [13] presented earlier. In this paper we present a proposed method for Uplink DCH Enhancement, containing a new concept of Node B scheduling. Note, chapter 2 is directly written in the format of text proposal into TR 25.896. With respect to the earlier text proposals, the more detailed signalling description has been removed.

2. Two Pointer method for Node B scheduling

---------------------- start of text proposal  ---------------------------------------------------------------
7.1.1
Node B Controlled Scheduling by Fast TFCS Restriction Control

7.1.1.1
Purpose and General Assumptions

The purpose of the studied technique is to enable more efficient use of the uplink power resource of the cell in order to provide a higher cell throughput in the uplink and a larger coverage area for higher uplink data rates for streaming, interactive and background class services. These goals are to be reached by fast Node B controlled uplink scheduling which provides a better control to uplink noise rise and enables better control to noise rise variance.

In the existing Rel'99/Rel'4/Rel'5 system the uplink scheduling and data rate control resides in the RNC, which is not able to respond to the changes in the uplink load as fast as a control residing in Node B could. Thus the Node B control is seen to be requiring less UL noise rise headroom for combatting overload conditions. Node B control is also seen capable of smoothing the noise rise variance by allocating higher data rates quickly when the uplink load decreases and respectively by restricting the uplink data rates when the uplink load increases.

This enhancement technique is a method which itself does not require changes to the uplink DCH structure but rather introduces new L1 signalling to facilitate fast UL scheduling by means of transport format combination control. Hence the method does not require a new transport channel to be defined, but does not forbid it either. The method can be applied with or without other enhancements such as for example HARQ and Fast DCH Setup.

The assumption made to reduce the L1 signalling need is that the TFCs in a TFCS are either explicitly or implicitly arranged according to their power requirements. If implicit arrangement would be used, the assumption is that a clear and simple rule will be defined for both NodeB and UE in the specifications how the arrangement will be done.

7.1.1.2
Principle of the Node B Controlled Scheduling by Fast TFCS Restriction Control

The basic principle of the technique is to allow Node B set and control a new restriction to the TFC selection mechanism of the UE by fast L1 signalling. From the UE point of view the scheduling principle is the same than in existing Rel'99/Rel'4/Rel'5 system with the modification that there would be additional L1 control over a new restriction to its TFC selection mechanism. In the UTRAN side, a new scheduling by the means of fast TFCS restriction control is introduced in Node B.

All the same functions considered for the enhancement technique can be achieved with already existing RRC procedures for TFCS configuration and TFC control. However, by allowing the Node B to have control over TFCS restrictions enhances the speed of which the UTRA can adapt to the changes in the UL load.

In order to minimise the amount of L1 signalling for Node B to control the TFCS restrictions, the TFCs need to be arranged with respect to the power required. UE is assigned with a TFC pointer that indicates the maximum (with respect to power required) TFC in a TFCS that the UE can select using the TFC selection method defined in Rel'99/Rel'4/Rel'5 specification. This TFC pointer is named the UE pointer.

In order to give RNC efficient control over the data rates the Node B is allowed to schedule, RNC can assign a second TFC pointer to Node B, which points to the maximum (with respect to power required) TFC in a TFCS the Node B can schedule the UE to use. This TFC pointer is named the Node B pointer.
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Figure 1: Depiction of the TFC pointers
In Figure 1, for the sake of illustrating the principle, the TFCs in a TFCS are shown ordered in descending order (with respect to the power required) starting from zero. Both pointers are initialised to both the Node B and to the UE by the RNC in the beginning of the connection. After initialisation the Node B can command the UE pointer up/down with the restriction that UE pointer may not exceed Node B pointer. The TFC selection mechanism in the UE may select any TFC up to the TFC indicated by the UE pointer. The purpose here is to control the UE's power usage by restricting it's TFC (i.e. data rate) selection.

The UE and Node B pointers may not restrict the use of TFCs in the minimum TFC set defined in Rel'99/Rel'4/Rel'5 specifications.
7.1.1.3
Issues Requiring Further Studying

It is FFS, how a DCH controlled with this method could be multiplexed with DCHs controlled with Rel'99/Rel'4/Rel'5 methods, especially keeping in mind that simultaneous conversational traffic should be possible. Methods for using separate code channel and TFCS, as well as multiplexing the Node B controlled DCH with e.g. a DCH carrying voice to the same CCTrCH are to be studied. Naturally, if a DCH carrying e.g. conversational traffic is multiplexed with a DCH carrying streaming, interactive or background traffic, the first DCH carrying conversational traffic still represents the non-controllable load and only the second DCH could be controlled by the proposed method.  

It is FFS how the method should work in different reconfiguration cases, such as physical channel and transport channel reconfigurations, TFCS reconfiguration for the UE, Node B pointer reconfiguration for the Node B. E.g. in TFCS reconfiguration it should be defined whether UE continues the transmission with the new UE pointer, or continues with the old one. To allow flexible update of Node B pointer to the Node B, and simultaneously minimise the amount of RRC signaling, one possibility is that Node B pointer is not informed to the UE at all.

It is also FFS how the method should work in soft handover. One possibility is to use the same kind of method as defined for TPC commands. I.e. each cell in the active set receives L1 signalling from the UE and transmits L1 signalling to the UE independently from the other cells. Only if all the cells in the active set command the UE pointer increment, the UE increases the UE pointer with one step. Respectively, if at least one Node B in the active set commands the UE pointer decrement, the UE decreases the UE pointer with one step.

---------------------- end of text proposal  ---------------------------------------------------------------
3. Potential benefits of this scheme

As it was already explained in [2], under "Fast Node B scheduling with closed loop power control", one possible drawback in the current Rel99 uplink scheduling techniques, is the fact that they implicitly mean quite statistical packet scheduling approach at the RNC. Statistical packet scheduling in this context means, that if the traffic created by different UEs is quite bursty, and if RNC has still given the UE relatively high data rate in the allowed UL TFCS, it cannot be guaranteed that the activity periods in different UEs will result in a smoothed average UL noise rise. Instead there will be peaks in the uplink noise rise, due to the bursty traffic from different UEs being active with non predictable fashion, according to their traffic models and with activity factors being typically clearly lower than 1 for the allocated TFCS. (Activity factor is the ratio between used data rate and allocated maximum data rate.) One possibility is naturally to allocate a TFCS corresponding to some lower data rate for each UE, to average out the peaks, and thus minimise the UL noise rise variance, but this will mean that it will take longer time for the UEs to complete the transmission. 

Figure 2 shows the UL noise rise variance in release 99 system, 1 km cell radius, Vehicular A 3km/h, 256 kbps max data rate, all packet data users, 115 kbps source data rate during call, activity factor 0.5.
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Figure 2: Uplink noise rise distribution in rel99 system

If fast scheduling is introduced at Node B level, it might be possible to ensure that each UEs activity factor for the currently allowed UL TFCS is closer to 1, and in that way minimise the uplink noise rise variance in the own cell. The potential benefit in this is that, if smaller power margin is then required to combat the overload conditions, this could result in increased uplink throughput. Or looking this the other way around, with certain uplink loading, the network is able to serve UEs with higher data rates, thus also user throughputs can be increased. 

Figure 3 shows the idea in Node B packet scheduling for Enhanced Uplink. The idea is that if Node B allows one UE to increase the data rate, then it has to decrease the data rate for some other UE, in order to keep the portion of the load, controlled by Node B, within a fixed margin. E.g. if Node B sends RG=Down to UE2 (or UE2 has decreased its data rate itself), then the Node B can send RG=Up to UE1. It is noted that figure 2 is simplified in that sense, that it does not show the fact that different UEs have different timings in uplink, which issue will be of course present still also for this uplink enhancement method..
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Figure 3: Node B packet scheduling for Enhanced Uplink

4. Conclusions

In this paper we have presented a proposed scheme to be studied further in Enhanced Uplink study item. It is proposed that the text from chapter 2 is included into TR25.896.
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1) Red curve: 2 RX Antennas (270 users)


Mean: 2.39 dB


Std: 0.91 dB
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2) Blue curve: 1 RX Antenna (220 users)
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