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This document provides answers and further discussion based on R1-030007 from Nokia. The text from this document is inserted using italics in blue with the responses interleaved.

1. Introduction

In the last two RAN WG1 meetings there has been papers addressing software blankings performance and complexity [1-9]. We commented in the meeting that we are not able to agree on presented results in terms of performance and complexity. However, there was no common understanding on this particular topic in the meeting. The main aim of this paper is to introduce our concerns on using software blanking and describe identified problems behind the scheme.

2. Discussions between ipdl and software blanking

2.1. Complexity

In [4] it has been concluded that network based software blanking is less complex to implement than OTDOA, and much less complex than IPDL from the UE perspective. Unfortunately, it is not explained at all that what is the argumentation behind the text in question. In addition it is mentioned in the same document that scheduling of the measurement will be required, on a similar basis to IPDL. Thus, this does not give any information about the UE complexity. In order to make an accurate complexity analyses both for UE and UTRAN (including SMLC) a detailed comparison of needed parameters and signaling load is required.

References [4], [9] and [10] clearly describe the requirements on the measurements to implement Software Blanking. The contents of the TR coming from RAN2 [1] set out the signalling messages and procedures clearly. In these documents, it is shown that for Network-based Software blanking the message flows will follow exactly the same sequence as OTDOA and IPDL. Only one significantly different message will be required and that is a new measurement response message containing the “snapshot”.

In the same document it is described that snapshot timing is determined in a similar way to that used for the timing of IPDL idle periods. Hence, now it is left unclear that what is the commonality between idle periods which are running on random basis and measurements which have to be scheduled simultaneously. Furthermore it is defined that starting time at which the "snapshot" is to be captured, expressed in terms of the SFN and CPICH symbol offset of the serving cell to which the UE is currently registered. In the case of a UE in idle mode this may be relative to the last known serving cell. Thus, now it is left unspecified how the measurement request is actually configured when the UE is in idle mode?

The measurement request is specified exactly as for IPDL when the UE is in the idle mode. The particular content of the request will differ (since a different measurement type is being requested), but behaviour is identical for both methods.

Finally, in [4] snapshot buffer discussion part it is stated in the event that periodic measurement reporting, or multiple “snapshot” reporting, is requested, the UE reports each measurement as it is made. If the reporting period here is for example 1s then we will lose capacity in order of one speech channel in the uplink. Of course this capacity loss gets even worse when the number of UEs doing this kind of measurements increases. A comparison of network based SB (and UE based SB?) and the existing OTDOA method in terms of capacity would be beneficial in order to understand differences of these methods.

This argument is flawed. SB does not cause a capacity loss; it simply uses a small amount of capacity to deliver a revenue bearing service. Thus, every position measurement response is made to a service request for which (it is assumed) the user will be paying. This is in contrast with IPDL where the idle periods constitute network overhead consuming capacity beyond just that required for a position update.

In addition it is considered very unlikely that many UEs will be doing position updates at a rate of once every second. Industry estimates suggest an upper bound of 10 updates per minute, and even this level of usage would make location services as popular as SMS is currently on GSM networks.

Is there a stage 2 requirement defining the volume of location requests that the network is required to support?

One particular issue with software blanking is required uplink and downlink transport channel and SRB for SW blanking snapshots (samples) to be sent to SMLC or to UE depending on the chosen method i.e. network or UE based. This is likely to require a second DCH at least either in uplink and downlink. Thus, it is important to analyse the increased complexity due to software blanking with the following configurations unless it is already decided to leave some of the configurations out of the TR:

The required transport channels have been studied and agreed in RAN2. A summary of these discussions in included in the TR [1].

1. UE assisted, software blanking in the network?
2. UE assisted, software blanking in the UE?

3. UE based, software blanking in the UE?

Network-based SB uses existing channels and bearers. No new channels are needed. A separate DCH is not required.

UE-assisted SB raises the question: what channel would be used to send the Node B snapshot measurements to the UE (downlink)? Several options were considered by RAN2, who concluded that using a broadcast or multicast channel may not be sufficiently robust, and the use of DSCH or a DCH channel was likely to be necessary. This was the rationale for the request to RAN1 to concentrate on the performance of Network-based SB. If this shows SB to have significant advantage, then it may be worth considering UE-based SB in more detail.

We asked from proponent why SW blanking is simpler to implement than OTDOA and IPDL in the previous meeting. It was commented that the simplicity lies in the lack of assistance data requirements in the UE. However, this is a very unclear answer and any futher conclusions cannot be made yet.

References [4], [9] and [10] set out the UE complexity argument clearly.

In order to make decent conclusions on complexity the complexity comparison has to be studied properly. Especially, it is important to analyze items in software blanking that increases the complexity. Proponent has claimed that one reason for reduced UE complexity in network based software blanking compared to OTDOA is the fact that the UE does not need make SFN-SFN observed time difference type2 measurement. The SFN-SFN type 2 measurement is, however, mandatory measurement and therefore it is implemented in the UE even if these measurement results are not requested from the UE. So what is now the reduced complexity for sending received samples back to the network instead of performing the actual time difference measurement?

SB is much less complex in the UE mainly because it does not need to actually make the time offset measurements as in OTDOA and IPDL. The statement that this is already mandatory in the UE and therefore SB will add complexity misses the key point: 

In order to implement standards compliant IPDL the UE only needs a very basic capability to determine the time offset. This capability need not deal with multipath and the time offset only has to be measured within 0.5 chips. This can easily be done using a simple timing measurement algorithm and in a single idle period without using any assistance data and for a minimum number of neighbouring Node Bs. Such an implementation falls well short of high accuracy positioning requirements such as for FCC E-911. In order to meet such demanding performance at both 67% and 95% performance levels, the UE will need to implement sophisticated multipath capability and, with the help of assistance data, it will need to accurately measure the time offset using the earliest arriving signal. It will need to integrate measurements across multiple idle periods and for as many Node Bs as possible. Implementing this is far from trivial and adds lots of complexity compared with the minimum required to meet the standards. In contrast SB is extremely simple to implement in the UE.

To illustrate the requirements of the two approaches consider the following process flow:

	Software Blanking
	High performance IPDL

	UE receives measurement request
	UE receives measurement request

	
	For each Node B in the measurement list {

	
	For n idle periods {

	Capture “snapshot” of downlink (once)
	Capture CPICH measurement

	
	Non-coherent integration with prev idle period meas

	
	} // for high performance 10 idle periods required

	
	Determine earliest arriving signal path (assist data)

	
	Measure time offset for earliest signal path (assist data)

	
	} // Could be parallel loop at cost of memory

	Report “snapshot” to SMLC
	Report SFN-SFN measurements to SMLC


The minimal standards compliant IPDL implementation does not need the inner loop above (integration across multiple idle periods) and the outer loop can be simplified to a one-off measurement of the 3 strongest neighbours made without using any assistance data. It is clear that SB yields a much simplified implementation.

Unfortunately, when a new optional feature (at least optional for the network) is added to the specification, the complexity of the UE is increased (unless something is removed at the same time). The key point is that an implementation meeting the minimum requirements of the specifications falls well short of being an adequate positioning solution for high accuracy applications like E-911. It has to also be analysed how sensitive the software blanking method is for different UE implementation and network architecture solutions. Proponent e.g. mentioned that at least 4 bits are required. What about the impact on receiver filter etc. has to be taken into account?

References [2] and [6] have presented various sensitivity analyses including quantisation, integration time, detection threshold, search windows and other parameters. These show that at least 3-bits is required, but 4 bits is recommended as the minimum.

There is no impact on receiver filter, and the receiver filter does not affect performance. It is simply considered as part of the “channel model” by SB.

2.2. Simulation results and assumptions

Requirements for simulations: 

· Average hearibility in each grid point (i.e. fixed grid used) Done [5] [6] [7]
· When IPDL is simulated the results should be presented for IPDL attenuation of 35 dB, which was selected in RAN4 as node B requirement, or above . Used 20dB, 25dB,45dB and infinite prior to the RAN4 decision thereby guaranteeing to “bracket” the final choice. Proposed parameter for updated simulations is 35dB. [11]
· It should be investigated how much the load of node B affects the quality of the estimate i.e. when the total Ior is low (e.g. Ior = 20 % of the maximum Tx power). Can the claimed improvement be also achieved with software blanking in low power cases?  Traffic load has no effect at all on SB (except under noise limited conditions with very weak received signals) since the entire downlink signal is measured. This could be included as an additional set of simulation scenarios, but since SB is not affected, there seems to be little reason to do this.
· What is the impact of different cell loadings?  In all previous work done on IPDL static traffic loads were used. Clearly varying and dynamic cell loadings will affect the performance of both methods. However, such models were neither proposed nor agreed for any previous IPDL positioning work. Since no results are available for IPDL there is no baseline against which to compare SB in this scenario.
· Sensitivity analyses against different SB parameters  Presented in [2] and [6].
2.3. Interoperability between different physical layer features

One issue which has not been discussed before is the applicability of software blanking with key physical layer features i.e. :

Note: These issues have never been considered in any of the previous work for IPDL, and, therefore, there does not exist, at the moment, a basis for comparison.

1. TX diversity (all modes)

2. beamforming

3. compressed mode

The impact of these features to software blanking has to be addressed in the TR. Especially, the impact of compressed mode on sw blanking. Compressed mode has no impact on IPDL since the measurements are performed on CPICH, which is not compressed at all. On the other hand, the sw blanking method uses the total Ior.  Probably the effect of compressed mode could be taken into account in SMLC but it naturally should be considered in the complexity of SMLC. 

The statement that compressed mode has no impact on IPDL is not correct. Depending on whether the idle period occurs during the compressed portion of the frame, or the idle portion, and whether the UE receiving in compressed mode is the one attempting to make the SFN-SFN type 2 measurement using IPDL, the effect could be quite significant. Furthermore, the insertion of idle periods during the compressed portion of the frame will cause further degradation to the performance of the UE and coverage impairment. This was never studied for IPDL and so there is no basis for comparison with SB.

Compressed mode may have a slight effect on the performance of SB, but since it uses the entire downlink signal the effect is likely to be within normal channel level variations. Complexity of UE and SMLC are not expected to be affected at all, and SB will not have any effect on the downlink performance. It is an IPDL issue rather than a topic for inclusion in the SB TR.

One issue which has to also be taken into account is complexity of Node B and SMLC. Thus, does SMLC or Node B have to increase the complexity if tx diversity, beamforming and compressed mode are employed together with software blanking?

Tx diversity may affect SB complexity. In practise it may need to be taken into account in the SMLC, it will not affect UE complexity though. This is where the “future proof” benefits of SB could be exploited: Improved SMLC algorithms taking into account Tx diversity factors could be implemented without causing UE obsolescence, nor backward compatibility issues. The effect of Tx diversity on IPDL has not been studied. Tx diversity could be included as part of the TR, but since no work on this topic has been done for IPDL (which will also be affected), there is no basis for comparison at present.

Beamforming may affect SB complexity. It could be included as part of the TR, but no work has been done on its impact on IPDL performance so there is no basis for comparison.

3. Conclusions

This contribution has indicated several unclear issues with sw blanking concept. We would like to have a more complete answer from proponent in order to be able to continue discussion. Most critical points seems to be complexity issues, simulation parameters and software blankings interoperability between different physical layer features. Updated TR reflecting our comments is in Tdoc R1-030008. 

This response has shown that most of the issues raised have in fact already been partially or completely dealt with. Further clarification in future Tdocs may be beneficial, but it is felt that the best progress will be made through off-line discussion with those companies concerned. 
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