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Traffic Models for Enhanced Uplink Dedicated Channel 

I. Introduction:

This document summarizes the different kinds of data traffic models that will be used to evaluate the system performance of Enhanced Uplink Dedicated Channel (EUDCH) and compare with the existing Rel-99 UMTS offering.  Section II describes the various data traffic models.

II. Data Traffic Models:

The following types data traffic models will be used in the evaluation study, a) Modified Gaming, b) near real time video and c) FTP.  The traffic models are described in the following paragraph.

a) Modified Gaming Model:
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Figure 1. A source packet data model with packets (datagrams) arriving as part of a packet call.
Figure 1 shows the source traffic model.  Similar to other models it defines a packet call arrival process and within each packet call a datagram arrival process. In this model the packet session arrival process is not specified and it is assumed that packet calls are generated indefinitely (for the duration of the simulation). One may however specify a limited number of packet calls within a packet session together with an arrival probability.

For the packet call arrival process we specify the packet call (time) duration and the reading time (the time between packet calls). The reading time starts at the successful transmission of all datagrams generated during the previous packet call to emulate a closed loop transmission mode; we imagine that the application running on the UE will await acknowledgement from the network peer. Most significantly, this is a measure to ensure burstiness in the UE transmissions since it avoids excessive UE buffer accumulation, and hence continuous-like transmission, during the simulation. For the datagram arrival process we specify the packet size (bits) and the interarrival time between datagrams.
The model for this is largely derived from the so-called "Gaming" measurements [1], and therefore originally using the empirically derived distributions specified therein. However, partly as a consequence of the closed loop modeling in Figure 2 and for emulating future services with higher bit rates the distributions were modified slightly. For the packet call distributions, both the packet call duration and reading time have exponential distributions. The datagram size is set to a fixed value and the datagram inter-arrival distribution is a lognormal distribution. An example of the distribution is shown in Figure 3.
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Figure 2.  A simple modeling approach to include closed loop transmission mode - the 'reading time' only starts after the UE RLC buffer has been emptied.
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Figure 3. Packet interarrival time distribution for 40 ms mean interarrival time. The packet interarrival distribution is log-normal
The model is very general and can be adjusted easily in terms of required data rates and burstiness by changing the datagram size and the mean data gram interarrival time, equivalently the mean reading time. Table 1 shows the parameter settings to be used in the simulations.

Table 1. Parmeter Settings for the Modified Gaming model
	Parameter
	Value
	Comment

	
	Value set 1
	Value Set 2
	

	Mean packet call duration
	5 s
	5 s
	Exponential distribution

	Mean reading time
	5 s
	5 s
	Exponential distribution

	Datagram size
	576 bytes
	1500 bytes
	Fixed

	Mean datagram interarrival time
	40 ms
	40 ms
	Log-normal distribution

	Resulting mean data rate during packet call
	115 kbps
	300 kbps
	


The burstiness results mainly from the datagram interarrival time and the packet call reading time, while the bit rate results from the interarrival time and size of the datagrams.
b) Near Real Time Video Model:

The following section describes a model for streaming video traffic on the forward link.  Figure 4 describes the steady state of video streaming traffic from the network as seen by the base station.  Latency of starting up the call is not considered in this steady state model.

A video streaming session is defined as the entire video streaming call time, which is equal to the simulation time for this model.  Each frame of video data arrives at a regular interval T determined by the number of frames per second (fps).  Each frame is decomposed into a fixed number of slices, each transmitted as a single packet.  The size of these packets/slices is distributed as a truncated Pareto.  Encoding delay, Dc, at the video encoder introduces delay intervals between the packets of a frame.  These intervals are modeled by a truncated Pareto distribution.

The parameter TB is the length (in seconds) of the de-jitter buffer window in the Node-B used to guarantee a continuous display of video streaming data.  This parameter is not relevant for generating the traffic distribution but is useful for identifying periods when the real-time constraint of this service is not met.  At the beginning of the simulation, it is assumed that the Node-B’s de-jitter buffer is full with (TB x source video data rate) bits of data.  Over the simulation time, data is “leaked” out of this buffer at the source video data rate and “filled” as reverse link traffic reaches the Node-B.  As a performance criterion, the Node-B can record the length of time, if any, during which the de-jitter buffer runs dry.  The de-jitter buffer window for the video streaming service is 5 seconds.
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Figure 4. Video Streaming Traffic Model
Using a source video rate of 64 kbps, the video traffic model parameters are defined in Table 2.

Table 2. Typical Video Streaming Traffic Model Parameters

	Information types
	Inter-arrival time between the beginning of each frame
	Number of packets (slices) in a frame
	Packet (slice) size
	Inter-arrival time between packets (slices) in a frame

	Distribution
	Deterministic

(Based on 10fps)
	Deterministic
	Truncated Pareto

(Mean= 10bytes, Max= 250bytes)
	Truncated Pareto

(Mean= 6ms, Max= 12.5ms)

	Distribution
Parameters
	100ms
	8
	K = 40bytes
( = 1.2
	K = 2.5ms
( = 1.2


e) FTP Model:

In FTP applications, a session consists of a sequence of file transfers, separated by reading times.  The two main parameters of an FTP session are:

1. S : the size of a file to be transferred

2. Dpc: reading time, i.e., the time interval between end of download of the previous file and the user request for the next file.

The underlying transport protocol for FTP is TCP.  The model of TCP connection will be used to model the FTP traffic.  The packet trace of an FTP session is shown in Figure 5.  The FTP traffic model parameters are shown in Table 3.
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Figure 5. Packet Trace in a Typical FTP Session
Table 3. Typical FTP Traffic Model Parameters
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Based on the results on packet size distribution [1], 76% of the files are transferred using and MTU of 1500 bytes and 24% of the files are transferred using an MTU of 576 bytes. For each file transfer a new TCP connection is used whose initial congestion window size is 1 segment (i.e. MTU). 
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