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1 Introduction

A number of decoding methods for Part I of the SCCH have been evaluated in [1]-[4]. In [3], it was shown that the use of four parity bits used in conjunction with a decoder metric could greatly improve SCCH detection/false alarm performance thereby reducing the power imbalance between Parts I and II of the SCCH. No additional penalty is incurred with the use of four parity bits, because the required SNR for Part I even with the parity bits is still dominated by detection/false alarm performance as opposed to FER performance. 

This contribution provides additional results on SCCH detection (with the scrambling structure) with and without parity bits for a variety of decoder metrics. Specifically, the combined Symbol Error Rate (SER) and Yamamoto-Itoh (YI) metric has been added as compared to the results of [4]. 

2 Simulation Overview

The simulation parameters used are listed in Table 1. The field structure is shown in Figure 1 and the transmitter structure with scrambling is shown in Figure 2. 

Table 1: Simulation parameters.

PARAMETER
VALUE

Channel Model
AWGN

Number of Info Bits in Part I
8

Number of Tail Bits in Part I
8

Number of Info Bits in Part II
29

Number of Tail Bits in Part II
8

Convolutional Code
Rate 1/3, constraint length 9

Part I duration
1-slot

Part II duration
2-slots

Number of SCCHs
4
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Figure 1: Coding and rate matching for SCCH information.
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Figure 2: Scrambling with UE specific ID for Part I as proposed in Error! Reference source not found..

The decoding process for Part I at the UE comprises of first descrambling with its unique sequence and then passing the Part I bits through the convolutional decoder. This is done for all four possible SCCHs in a TTI. In the absence of a CRC an alternative error detection mechanism is required at the UE to determine which, if any, of the SCCH transmissions were for it. The performance metrics collected in the simulation are:

1. Probability of Detection: A detection event is when an SCCH transmission was intended for a UE and the UE successfully determines this to be the case and proceeds to decode Part II of that SCCH. Target: 99% or better. This is because a missed detection results in loss of throughput and wasted resources on the HS-DSCH and its incidence must be kept low. 

2. Probability of False Alarm – Wrong UE. A false alarm event is when a UE for whom transmission on an SCCH was not intended determines that the transmission was for it and proceeds to decode Part II on that SCCH. Target around 1%. The main consequence of a Part I false alarm is “false buffering” and not HARQ combining loss. The latter happens only when Part II CRC, a powerful 16-bit CRC, fails. Therefore, an operating point of 1% or even slightly higher would be sufficient for false alarm probability.

3. Probability of False Alarm for DTX: This false alarm event corresponds to the case when no transmission was made by the Node B on an SCCH but a UE determined that the transmission was for itself. Target  around 1%. Same consequence as a false-alarm for wrong UE.

4. Probability of Error: An error event is the case when a successful detection event (as defined in (1) above) is followed by one or more bits in error in either Part I or Part II. Target 1% or lower. Consequences are same as missed detection.

3 Comparison of Schemes

In the absence of a CRC or any form of error detection code, several alternative convolutional decoder metrics may be used for error detection as outlined in [1] and [3]. (In this context detecting or not detecting an error on Part I transmission is of interest). The methods considered for detection here are:

1. Viterbi Path Metric Difference (VPMD) Algorithm (see [2]). 

2. Yamamoto-Itoh (YI) Algorithm (see [2]). 

3. Re-encoded Symbol Error Rate (SER) (see [1]). The decoded bits from Part I on each SCCH are re-encoded through the convolutional encoder and the output is compared to hard decisions at the input to the convolutional decoder to determine the number of symbols (in this case coded bits) that disagree. The SER is compared to a threshold to determine if the transmission was for the UE or not.

4. Zeroth (Z) State Being Best State (see [1]). If the all-zero state is the state at which the path with the best path metric terminates (at the end of Part I tail), then that SCCH is considered to be for the UE and otherwise not.

5. Combined metrics (3) and (4)

6. Combined metrics (2) and (3)

Cases Studied
1. 4-SCCHS all at equal power

2. 4 SCCHs at unequal power. The following “worst case” scenarios are studied

a. Intended UE: SCCHs not intended for the UE are received at 6dB higher power as compared to the intended SCCH.

b. Unitended UE: All four SCCHs are received at –12dB Ec/Nt.

Note: The SER threshold used for detection in all cases is 9 as it yielded the best detection/false alarm performance.

In [3], it was shown that four parity can greatly improve Part I detection/false alarm performance and also make those metrics more robust to different power levels on the transmitted SCCHs. We provide further quantitative analysis of the use of parity bits in conjunction with the metrics above. For the results shown here a simple even parity on each pair of information bits is applied. That is, parity check bit #1 is obtained by the exclusive-OR of information bits 1 and 2, parity check bit#2 is obtained by the pairwise XOR of bits 3 and 4 and so on. A length-4 CRC may alternatively be used and would yield improved performance. As shown in [3], the additional puncturing required to support the parity bits has a negligible effect on the SCCH FER. The 1% FER point on the SCCH is around –19.5dB with four parity bits in Part I. As will be seen in the results, the best scheme in terms of detection/false alarm still needs a higher Ec/Nt than –19.5dB. Therefore, the use of parity bits comes at no additional penalty. 
3.1 Simulation Results

The overall frame error rate on the SCCH (Part I or Part II being in error) is outlined in Table 2. To achieve an FER of 1% on the SCCH, an Ec/Nt of approximately –19.7 dB is required. In cases when Part I needs higher power than –19.7dB for detection, the difference will be quoted as the power imbalance.

Table 2: SCCH frame error rate for intended UE.

Ec/Nt in dB
FER on SCCH

-20.0 dB
1.60e-02

-19.5dB
8.50e-03

-19.0dB
3.00e-03

-18.5dB
5.00e-04

Miss Probability

Figure 3 compares the Ec/Nt required for 1% miss probability with all 4 SCCHs at equal power. While the required Ec/Nt for the YI and VPMD algorithms improves by less than 0.5 dB, the required Ec/Nt for the SER case improves by around 2dB. Thus, a substantial reduction in power imbalance is achieved for the SER case when 4 parity bits are used – from 2.7dB imbalance with no parity to around 0.7dB imbalance with 4 parity bits. The combined SER+YI scheme remains roughly unchanged in terms of the required Ec/Nt for a 1% miss probability with the parity bits. Note that unless a mechanism is built in wherein UTRAN knows either explicitly or implicitly which detection algorithm the UE will use, the target will have to be set at –17dB for the case without parity bits. With parity bits, this target is around –18.3 dB, an improvement of 1.3dB over the case without parity bits. 
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Figure 3: Ec/Nt required for 1%miss probability with and without parity bits. Case of 4 SCCHs all at equal power.

False Alarm Probability

Figure 4 shows the false alarm probability as a function of Ec/Nt. Here again, the false alarm probability for SER drops to below 10-3 with parity as compared to 10-2 without parity. The YI and VPMD algorithms also benefit as their false alarm curves are lower and flatter (i.e. less sensitive to Ec/Nt) in the region of interest as compared to the case without parity. The false alarm performance of combined SER and YI also improves substantially with the use of parity bits. 
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Figure 4: Comparison of false alarm probability with and without parity bits. All SCCHs are at equal power.
Robustness

Table 3 shows the substantially improved robustness provided by the parity bits: the “worst-case” (all SCCHs at Ec/Nt of –12dB) false alarm to unintended UE improves from 30% to 8% for the YI algorithm and from 60% to 11% for the VPMD algorithm. SER false alarm improves from around 2% to below 0.1%. Combined SER+YI shows a similar improvement from around 1% to around 0.1%.

Table 3: “Worst case” false alarm probabilities to unintended UE. 

Scheme
Ec/Nt in dB
False Alarm Probability without parity
False Alarm Probability with parity bits

YI
-12.0
0.30
0.08

VPMD
-12.0
0.60
0.11

SER
-12.0dB
0.021
0.001

SER+YI
-12.0
0.011
0.001

4 Conclusion and Recommendation

The use of 4 parity bits for Part I of the SCCH is recommended for the following reasons:

· The use of 4 parity bits improves all the detection schemes considered in terms of power imbalance, false alarm probability and robustness – some schemes improve substantially while the improvement in others is nominal. 

· With parity bits the worst-case (among the schemes considered) power imbalance is reduced from 2.5dB to around 1.2dB.

· Parity bits allow greater flexibility in the choice of detection algorithm used at the UE. For example, even though the SER+YI based scheme performs reasonably well, it may be expensive to implement at the UE receiver since in every TTI each UE has to decode, re-encode and count symbol errors on all the provisioned SCCHs AND furthermore, has to implement the YI algorithm. The use of 4 parity bits allows low complexity UEs to implement much simpler detection algorithms such as VPMD or YI and still have adequate detection performance and reasonable false alarm performance. (Recall that without parity bits the false alarm performance of these schemes was unacceptably high.) Alternatively, if it is desired to keep the convolutional decoder unaltered, then UEs can implement the SER+parity algorithm rather than the YI or VPMD algorithms. UEs should be allowed to select from a range of detection schemes and not limited to use one, high-complexity, algorithm only to get adequate performance.

· Parity bits make algorithms such as YI and VPMD much less sensitive to the thresholds selected for their operation. 

· The use of 4 parity bits requires only a 0.2dB increase in required Ec/Nt for 1%FER. But, as seen in Table 2 and Figure 3, the SCCH performance with or without parity bits, is still limited by detection/false alarm of Part I rather than by FER. Therefore, the introduction of the parity bits does not increase the power required at all. 
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