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1 Introduction

During the RAN1#26 meeting, the issue of making 16-QAM optional for certain UE classes was discussed. Some concerns were raised on the potential loss of HS-DSCH capacity when 16-QAM is not available. In particular, it was pointed out that in code limited situations 16-QAM may provide benefit even with a RAKE receiver in a multipath Pedestrian B channel model. In this paper, we provide HSPDA system performance comparison with and without 16-QAM in a Pedestrian B channel model [3].

16-QAM Modulation in HSDPA

· Adaptive modulation and coding along with multi-user diversity improves the peak and average data rates in the system. Note that even though very high data rates using e.g. 16-QAM can be used very small fraction of the time, their contribution towards the overall system capacity is significant. The use of 16-QAM is not restricted to achieving peak data rates but it can also help to improve the system capacity when the number of available codes is small. Some of the reasons of having 16-QAM in HSDPA are listed below:

· In code limited situations, use of 16-QAM in addition to QPSK can provide approximately 10% improvement in system capacity even in a pedB channel model. Note that the codes available for HS-DSCH are expected to be smaller compared to the power available due to inefficient use of codes by rel-99 services and DPCCH associated with HS-DSCH.

· In certain environments with more benign channels, the gains from using 16-QAM may be higher. It was shown in [2] that with equi-probable PedA, PedB, VehA channel models, using 16QAM in addition to QPSK modulation increases average packet call throughput for a given sector by 10% to 20% as well as improving sector (service) throughput.

· Implementation cost of 16-QAM is low both at Node-B and the UE.

· With the availability of advanced receivers, the gains from using 16-QAM will be higher. Note that the advanced receivers are expected to improve the performance of QPSK modulation as well.

· The use of 16-QAM will further increase when transmit diversity and/or beamforming is available resulting in improved system capacity.

16-QAM performance in a PedB channel

Table 1 and Table 2 show the system capacity performance without and with 16-QAM respectively in a code limited situation (i.e. 4 codes and 80% power available for HS-DSCH). For medium to high loads (40-60 UEs), the average packet call throughput (PCT) and service throughput are slightly better with 16-QAM compared to the case when 16-QAM is not available.

Table 1. Throughputs for the case of 3km/hr, 4 codes, 80% power without 16-QAM.
Number of UEs
Pkt. Call Tput (Kbps)
OTA

(Kbps)
Service Tput (Kbps)
Utilization
Ave. num of TX per success

20
836.6
1065.8
689.4
0.65
1.42

40
638.0
1300.2
1244.8
0.96
1.26

54
516.5
1427.5
1424.7
1.00
1.13

60
474.8
1458.2
1457.1
1.00
1.09

Table 2. Throughputs for the case of 3km/hr, 4 codes, 80% power with 16-QAM.
Number of UEs
Pkt. Call Tput (Kbps)
OTA

(Kbps)
Service Tput (Kbps)
Utilization
Ave. num of TX per success

20
810.7
1085.6
691.3
0.64
1.39

40
646.7
1355.6
1282.8
0.95
1.24

60
529.7
1595.5
1593.9
1.00
1.09

Figure 1 shows that the packet call throughput (PCT) CDF for 40 UEs is slightly better when 16-QAM is available compared to the case when 16-QAM is not available. However at high load with 60Ues, the performance with 16-QAM is noticeably better with 16-QAM as shown in Figure 2. The PCT for 60UEs with 16-QAM matches to the PCT CDF for 54 UEs without 16-QAM. This represents roughly 10% improvement in system capacity when 16-QAM is available.
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Figure 1: Comparison of PCT CDFs at 3km/hr with and without 16-QAM
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Figure 2: Comparison of PCT CDFs at 3km/hr with and without 16-QAM

2 Conclusion
The results presented in this paper show that 16-QAM could be beneficial even in multipath environments under extremely code-limited situations. The gain with 16-QAM in these situations at high loads is roughly 10%. In certain environments with relatively lower multipath profile, the gains from using 16-QAM may be higher. 

Given the low implementation cost of 16-QAM and the potential benefits under certain situations, 16-QAM will be useful for all UE classes with different code capabilities. Note that under code-limited situations, UEs with 5 and 10 code capability will also benefit from 16-QAM. Therefore, we recommend keeping the 16-QAM mandatory for all UE classes.
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4 AppendixA: Simulation Assumptions and Parameters

The asynchronous, adaptive, incremental redundancy (A2IR) system design is based on the rate table shown in Table 3. 

Table 3: Data Rate and MCS table.  The cells marked “X” correspond to non self-decodable transmissions and may be used only for retransmission. 16-QAM is available.

Number of Codes
MCS, Data Rates and Code Block Sizes


560 bits
1120 bits
1680 bits
2400 bits
3040 bits
3600 bits
4160 bits
4800 bits
5520 bits
6144 bits


280 Kbps
560 Kbps
840 Kbps
1200 Kbps
1520 Kbps
1800 Kbps
2080 Kbps
2400 Kbps
2760 Kbps
3072 Kbps

4
QPSK, 0.15
QPSK, 0.29
QPSK, 0.44
QPSK, 0.63
QPSK, 0.79
16QAM, 0.47
16QAM, 0.54
16QAM, 0.63
16QAM, 0.72
16QAM, 0.8

3
QPSK, 0.19
QPSK, 0.39
QPSK, 0.58
16QAM, 0.42
16QAM, 0.53
16QAM, 0.63
16QAM, 0.72
X
X
X

2
QPSK, 0.29
QPSK, 0.58
16QAM, 0.44 
16QAM, 0.63
16QAM, 0.79
X
X
X
X
X

1
QPSK, 0.58
16QAM, 0.58
X
X
X
X
X
X
X
X

Table 4: Data Rate and MCS table.  The cells marked “X” correspond to non self-decodable transmissions and may be used only for retransmission. 16-QAM is not available.

Number of Codes
MCS, Data Rates and Code Block Sizes


560 bits
1120 bits
1680 bits
2400 bits
3040 bits


280 Kbps
560 Kbps
840 Kbps
1200 Kbps
1520 Kbps

4
QPSK, 0.15
QPSK, 0.29
QPSK, 0.44
QPSK, 0.63
QPSK, 0.79

3
QPSK, 0.19
QPSK, 0.39
QPSK, 0.58
X
X

2
QPSK, 0.29
QPSK, 0.58
X
X
X

1
QPSK, 0.58
X
X
X
X

Data rate and MCS selection from the rate table may be performed in multiple ways. These are

a) C/I Based Selection: Based on the number of codes available and the data backlog, the best MCS that can be supported is selected. User’s backlog may be rounded up to the nearest code block size via padding or data may be segmented. 

b) Code Block Based Selection: The code block size is first selected to match the backlog, always rounding up to the nearest code block size. If the data backlog exceeds the largest code block size, then the largest code block size is selected and the data is segmented accordingly. The number of codes available determines the row below which selection in the rate table is possible. For example, if code block size of 5120 bits is selected and there are 8-codes available, then rows 2-4 in the rate table may be selected. (Note that Row 5 is disallowed except for retransmission with A2IR). If a suitable MCS cannot be found in that column, then the next lower code block size is searched in a similar fashion. This continues until the appropriate code block and MCS are picked. 

For A2IR scheme, MCS and number of codes may be selected both for first transmission as well as retransmission. The first transmission of code blocks is always self-decodable, but retransmissions are not necessarily self-decodable.  If a retransmission corresponds to one of the entries marked “X” in the rate table, then the retransmission is not self-decodable. For such retransmissions, only QPSK modulation is used and the code rate is selected appropriately. The notion of aggressive factors in the selection of MCS is given in Appendix B. 

The throughput metrics used viz. Over-The-Air (OTA) Throughput, Service Throughput and Packet Call Throughput are as defined in the TR (see [4]). In addition, the cumulative distribution function (CDF) of the UE packet call throughput is also provided as a measure of quality of service.

The following assumptions are made (other assumptions from TR are listed in the Appendix of this document). 

· 20% power used by overhead channels (i.e. 80% power available for HS-DSCH)

· 4 SF16 codes available for HS-DSCH

· Pedestrian B channel model.

· Fractional Recovered Power (FRP) is 0.98

The following additional assumptions are made in obtaining the simulation results:

· No limit on maximum number of retries.

· Fast cell selection is not considered.

· Results do not count padding into the throughput (i.e. only information bits count towards throughput).

· Channel quality measurement and ACK/NACK feedback are error-free.

· The channel quality feedback delay is assumed to be 6 slots and the ACK/NACK delay is assumed to be 3 slots.

· Maximum C/I scheduler is used.

· Code multiplexing of users is allowed. 

· 3dB aggression factor is used in QPSK selection (see Appendix B for description of aggression factor) and 0 dB for 16-QAM.  The aggression factor for retransmissions is 0dB.
The system level simulation parameters are listed in Table 5 below.

Table 5 Basic system level simulation assumptions.
Parameter
Explanation/Assumption
Comments

Cellular layout
Hexagonal grid, 3-sector sites
Provide your cell layout picture

Site to Site distance
2800 m


Antenna pattern
As proposed in [2]
Only horizontal pattern specified

Propagation model
L = 128.1 + 37.6 Log10(R)
R in kilometers

CPICH power
-10 dB


Other common channels
- 10 dB


Power allocated to HSDPA transmission, including associated signaling
Max. 70 % of total cell power


Slow fading
As modeled in UMTS 30.03, B 1.4.1.4


Std. deviation of slow fading
8 dB


Correlation between sectors
1.0


Correlation between sites
0.5


Correlation distance of slow fading
50 m


Carrier frequency
2000 MHz


BS antenna gain
14 dB


UE antenna gain
0 dBi


UE noise figure
9 dB


Max. # of retransmissions
Specify the value used
Retransmissions by fast HARQ


Fast HARQ scheme
Adaptive IR


BS total Tx power
Up to 44 dBm


Active set size
3
Maximum size

Frame duration
3.33 ms
Semi static TTI

Scheduling
Max C/I


Specify Fast Fading model
Jakes spectrum
Generated e.g. by Jakes or Filter approach 

The fundamentals of the data-traffic model are captured in Table 6 below.

Table 6 Data-traffic model parameters

Process
Random Variable
Parameters

Packet Calls Size
Pareto with cutoff
Α=1.1, k=4.5 Kbytes, m=2 Mbytes, μ = 25 Kbytes

Time Between Packet Calls
Geometric
μ = 5 seconds

Packet Size
Segmented based on MTU size
(e.g. 1500 octets)

Packets per Packet Call
Deterministic
Based on Packet Call Size and Packet MTU

Packet Inter-arrival Time

 (open- loop)
Geometric
μ = MTU size /peak link speed 

(e.g. [1500 octets * 8] /2 Mb/s = 6 ms)

Packet Inter-arrival Time

 (closed-loop)
Deterministic
TCP/IP Slow Start 

(Fixed Network Delay of 100 ms)

5 Appendix B: MCS Selection and Aggressiveness

The aggressive factor [w x y z] indicates w dB aggressiveness for QPSK, x dB for 8-PSK, y dB for 16-QAM and z dB for 64QAM. As an example, assuming 7680 bits code block (Figure 3, where w = 6, x = 3, y = 2 and z = 0) has been selected. If a, b, c, d and e represent the SNR required to maintain 1% BLER for MCS 1 (QPSK, 0.16), 2 (QPSK, 0.48), 3 (QPSK, 0.8), 4 (8PSK, 0.8) and 5 (64QAM, 0.8), respectively, the SNR is partitioned into five regions: (-(,b-w], (b-w, c-w], (c-w, d-x], (d-x, e-z] and (e-z,(). These regions correspond to the SNR ranges where the MCS 1, 2, 3, 4 and 5 will be chosen respectively.
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Figure 3 An Illustration of MCS selection with [6 3 2 0] aggressiveness. Results in this contribution only use QPSK and 16-QAM.

The A2IR scheme can select MCS and TTI both on the first transmission as well as on retransmissions of a frame. The adaptive scheme uses link quality feedback valid during previous transmissions of a frame to obtain an estimate of the aggregated energy for that frame at the receiver. That information is used in conjunction with the most recent link quality feedback to determine the MCS and TTI for retransmission. This adaptive scheme attempts to pick the MCS and TTI to fulfil the residual energy required for the frame to be successful with high probability. For example, for a given MCS, suppose we need Eb/No of 1 (= 0 dB) for successful decoding. If Eb/No from earlier transmissions is 9/10, then we need only 1/10 (= -10 dB) more. The MCS for retransmission can be selected to provide just the required energy (= -10 dB) under the current channel conditions. Simulations results are presented that compare the cases where multiple simultaneous transmissions to a UE are allowed (i.e. no restriction) and the one where multiple simultaneous transmissions to a UE are disallowed (i.e. restriction). Wherever possible, capacity gains are quantified by matching the UE packet call throughput CDFs especially in the lower throughput region (< 500 Kbps).  Modulation based aggressive factors are used for new transmissions. The aggression factors are 3dB for QPSK and 0 dB for 16-QAM. No aggressive factor is used for retransmissions. 
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