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1 Introduction

In this document we study the system performance of Release-99 closed loop transmit diversity (TxAA) modes – Mode-1 and Mode-2 – in the presence of feedback errors. Recall that in Mode-1 and Mode-2 the TxAA feedback information is transmitted on the UL DPCCH. We contrast the performance of these modes with one where the feedback information is transmitted on the HS-DPCCH. Several other methods of transmitting the feedback information on the HS-DPCCH were presented in [5]. The link performance of TxAA schemes in the presence of feedback errors is studied in a companion paper [2].

2 Signalling for TxAA

TxAA feedback information can be transmitted either on the UL DPCCH as in Release 99 (Mode-1 or Mode-2) or on HS-DPCCH which is used to carry the HSDPA UL signalling like ACK/NACK feedback and channel quality indication.

2.1 Signalling using UL DPCCH

In Release 99 closed loop transmit diversity (TxAA) Mode-1 and Mode-2, the antenna weights are fed back on the UL DPCCH. In this section, we first outline some of the problems associated with signalling using UL DPCCH, and show that signalling the antenna weights using HS-DPCCH can mitigate these problems. For additional details on various methods of transmitting TxAA feedback information, and closed loop transmit diversity (which includes STD) feedback information, in general, using the HS-DPCCH, the reader is referred to [5]. 

1. The first problem with UL DPCCH based signalling of antenna weights arises out of the fact that the feedback command length (Nw) for Release-99 Mode-1 and Mode-2 is 2 and 4 slots, respectively. However, the TTI length for HSDPA is 3-slots. The different lengths of HSDPA TTI and Mode-2 feedback command leads to larger feedback delays (7 slots) [11]. Note that in the absence of feedback errors and for the same feedback delay, Mode-2 is superior to Mode-1. 

2. The second problem is the conflict in optimal weight vector selection when the UE is in soft handoff. If the weight vector is selected based on the HSDPA serving cell alone, then performance degradation will occur on the dedicated channels that are in soft handoff. If, on the other hand, the weight vector is selected based on the received signals from all the cells in the active set, then the performance of HSDPA suffers. By contrast, the HS-PDSCH is never in soft handoff, and the weight vector selection can always be based entirely on the HSPDA serving cell. As a result, neither the performance of HSDPA nor that of the dedicated channels suffers.

3. Yet another problem, which also arises when the UE is in soft handoff, is that the information on UL DPCCH may have a high error rate at the HSDPA serving cell. Alternately, to maintain the same target BER in soft handoff for the worst cell in the active set, a much higher transmit power will be necessary. 

4. Finally, the feedback bits are sent uncoded on the UL DPCCH, which results in a larger feedback error than when they are sent coded at the same transmit power level. As shown in [17], the performance of TxAA can be severely affected by feedback errors. Intuitively, the reason for this degradation is as follows. Note that the UE needs to know the antenna weights applied by the Node-B in order to demodulate the received signal. When no feedback errors occur, the antenna weights applied by the Node-B are the same as that fed back by the UE. But in the event of a feedback error, the antenna weights applied by the Node-B are different from those fed back by the UE. The effect of this error will depend on whether the UE is able to determine the antenna weights that were applied by Node-B. In the case when the UE does determine the antenna weights correctly – as in the case of accurate antenna verification for Mode-1 – the effect of the feedback error is simply a loss in SNR. The other case – namely, one where the UE’s estimate of the antenna weights is different from the ones that were applied by Node-B – is more undesirable. Note that this case arises, for example, when there is no antenna verification or when the outcome of the antenna verification is incorrect. In such situations, a feedback error can cause H-ARQ buffers to be corrupted. This is because if the UE’s estimate of the antenna weights is incorrect, then the demodulation of the received signal is incorrect, which, in turn, causes the buffer corruption. The effect of feedback errors can be mitigated to some extent through antenna verification, as in the case of Mode-1. However, one should be cautioned that antenna verification is not perfect, and, therefore, cannot detect all feedback errors. We remark that for Mode-2, antenna verification is cumbersome because the UE has to check for 16 different hypotheses, which, in turn, also lends the method unreliable. The UE can, of course, use the DL DPCCH pilot for demodulating and combining the signal received on the HS-DSCH. However, the received power on the DL DPCCH is, in general, lower than that on the CPICH. As a result, this, too, can result in significant degradation in performance. Signalling using HS-DPCCH allows us to encode the feedback information, which, in turn, significantly reduces the word error rate for the same amount of transmit power – or, alternately, requires less transmit power for the same performance. Therefore, for the same uplink signalling overhead, the performance of TxAA is much better when the feedback is done using HS-DPCCH.
In addition to mitigating the problems described above, signalling using HS-DPCCH has an additional advantage. It can significantly reduce uplink signalling overhead without degrading system performance by changing the feedback rate based on HS-DSCH activity (see [16], and references therein). Precisely, the scheme exploits the bursty nature of data traffic by increasing the feedback rate during periods of HS-DSCH activity, and reverting back to slow feedback rate at other times.

Several signalling methods that use HS-DPCCH for transmitting TxAA feedback information were proposed in [5]. In this contribution, we analyze one of the different possible solutions proposed in [5] for carrying FSM information on HS-DPCCH. Precisely, the method that we analyze is as follows (for convenience, we will refer to this method as HS-Mode-2 in the sequel):

When TxAA is used for HSDPA, it is possible to use the CQI field in the HS-DPCCH both for channel quality indication and TxAA signalling. However, in a given TTI only one of either CQI or FSM information is sent. Note that when FSM information is transmitted on HS-DPCCH, the feedback cycle can be same for both CQI and FSM or different cycles can be used for these two types of information. The drawback of this scheme is that the CQI and FSM information cannot be sent simultaneously. At low speeds where most of the closed-loop gains are achieved, this does not affect performance. In particular, in this contribution, we assume that the feedback cycle for CQI and FSM information is 2. Thus, alternate TTIs carry FSM information or CQI. Furthermore, we assume 4 bits of feedback from the UE: 1 bit is used for FSMpo, i.e., magnitude, and 3 bits for FSMph, i.e., phase, subfield. We also assume a one-shot application of the weight vector in each TTI. 

As mentioned earlier, one benefit of this approach is that the FSM information can now be encoded and transmitted on the HS-DPCCH, thereby significantly reducing the feedback error rate for the FSM information for the same average transmit energy. Among different possible encoding methods, we considered one where the 4-bit FSM information is encoded using a (8, 4) bi-orthogonal code, which is then repeated once to yield 16 coded bits. Finally, the FSMpo bit and the most significant bit of FSMph are repeated twice to yield a total of 20 bits, which are then transmitted on the HS-DPCCH. The coding gains due to this method can be obtained easily. For example, if the transmit energy on the UL DPCCH is such that each of the FSM (uncoded) bits has a bit error rate of 4%, then for the same average transmit energy the word error rate (WER) for FSM in our proposed solution is 1.6%. Note that with a BER of 4%, the corresponding WERs for Mode-1 and Mode-2 are 8% and 15%, respectively. 

In order to prevent performance degradation due to undetected feedback errors, we can also include the FSM information received by the Node-B in the HS-SCCH. Upon decoding the HS-SCCH, the UE uses this FSM information for demodulating and combining the signal received on the HS-DSCH. Since the probability of an undetected error on the HS-SCCH is negligible (less than 1e-4), it follows that the UE can now detect all feedback errors with very high probability. But, explicit signalling of FSM on the HS-SCCH does increase the feedback delay for both CQI and the FSM information. In fact, the feedback delay for FSM (and also CQI) alternates between 6 slots and 9 slots. However, as shown in this contribution, at low UE speeds this results in little or no performance degradation even in the case when there are no feedback errors. We remark that if the FSM information is not echoed back on the HS-SCCH, then the feedback delay for FSM alternates between 3 slots and 6 slots. 

3 Summary of performance results

Table 1 Summary of results

UE Speed
Mode-1
Mode-2
HS-Mode-2

3Km/h
Good performance without feedback errors. Performance degradation in the presence of feedback errors.
 Best performance in the absence of feedback errors. Performance similar to Mode-1 when feedback errors are introduced.
Performance is slightly worse than Mode-2 in the absence of feedback errors. Very little performance degradation in the presence of feedback errors; 10% improvement in performance over Mode-1 and Mode-2 when feedback errors are introduced.

4 Simulation Results

We present the performance of TxAA Release-99 Mode-1 and Mode-2 with and without feedback errors. For Mode-1 and Mode-2, we assume that each bit in the FSM field has a BER of 0% (no feedback error), 4% and 10%. We remark that the higher BER is representative of the situation when the UE – and therefore, the UL DPCCH – is in soft handoff. We also assume perfect antenna verification by the UE for Modes-1 and 2. Note that, in practice, antenna verification – when available – is imperfect. As pointed out earlier, imperfect antenna verification can cause a significant loss in performance. (For an analysis of the performance of Release-99 modes without antenna verification, the reader is referred to [17].) Since we are assuming perfect antenna verification in this document, the results presented here for Mode-1 and Mode-2 represent upper bounds for the performance that can be achieved in practice. 

The performance of HS-Mode-2 described above, with and without feedback errors, is also presented. Since the HS-DPCCH will be power controlled by the HSDPA serving cell, we assume that in the case with feedback errors, the WER remains unchanged irrespective of whether the UE is in soft handoff or not. In fact, in those cases with feedback error, we shall assume that the WER is 1.6%; recall from Section 2.1 that if the transmit energy on the UL DPCCH is such that each of the FSM (uncoded) bits has a bit error rate of 4%, then for the same average transmit energy the word error rate (WER) for FSM in our proposed solution is 1.6%.  

For additional simulation assumptions, the reader is referred to the Appendix.

4.1 System performance at 3.0 Km/h without feedback errors

System throughput results in the absence of feedback errors are given in Table 2 through Table 4. Not surprisingly, Mode-2 results in the best performance in this case. Note that HS-Mode-2 is marginally worse than Mode-2; the degradation in performance for HS-Mode-2 is a result of the increased delay in the feedback of the FSM information. Additionally, a comparison of the packet call throughput CDFs of the 3 schemes are presented in Figure 1. Observe that the packet call throughput of HS-Mode-2 is better than that of Mode-1, but slightly worse than that of Mode-2.

Table 2: Throughputs for TxAA Mode-1 without feedback errors

Number of UEs
Pkt. Call Tput (Kbps)
OTA

(Kbps)
Service Tput (Kbps)
Utilization
Ave. num of TX per success

12
1759
2372
444
0.19
2.08

37
1607
2664
1333
0.50
2.04

56
1449
2961
2028
0.69
1.99

75
1291
3342
2715
0.81
1.93

100
1033
3791
3508
0.93
1.86

Table 3: Throughputs for TxAA Mode-2 without feedback errors

Number of UEs
Pkt. Call Tput (Kbps)
OTA

(Kbps)
Service Tput (Kbps)
Utilization
Ave. num of TX per success

12
1765
2368
438
0.19
2.08

37
1652
2799
1343
0.48
2.00

56
1517
3080
2033
0.66
1.96

75
1394
3467
2690
0.78
1.89

100
1091
3879
3544
0.91
1.84

Table 4: Throughputs for proposed TxAA HS-Mode-2 without feedback errors

Number of UEs
Pkt. Call Tput (Kbps)
OTA

(Kbps)
Service Tput (Kbps)
Utilization
Ave. num of TX per success

12
1796
2450
433
0.18
2.06

37
1653
2811
1373
0.49
2.01

56
1497
3084
2072
0.67
1.97

75
1342
3397
2706
0.80
1.92

100
1083
3910
3584
0.92
1.84
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Figure 1 Packet call throughput CDFs when there are no feedback errors

4.2 System performance at 3.0 Km/h with feedback errors

In this section, we present system throughput results in the presence of feedback errors. Recall that perfect antenna verification is being assumed for Mode-1 and Mode-2. Thus, the results presented below are upper bounds for the performance of Mode-1 and Mode-2 that can be obtained in practice. For HS-Mode-2 on the other hand, as mentioned earlier, the FSM information is echoed back on the SCCH, thereby obviating the need for antenna verification. 

Two feedback error rates are considered considered for Release 99 Modes 1 and 2: one where the feedback bit error rate (BER) is 4%, and the other where the BER is 10%. We remark that the higher BER is representative of the situation when the UE – and therefore, the UL DPCCH – is in soft handoff. For HS-Mode-2, however, the feedback error rate is different from that in Mode-1 and Mode-2 because of the coding used to transmit the FSM information. Furthermore, since the HS-DPCCH will be power controlled by the HSDPA serving cell, the WER remains unchanged irrespective of whether the UE is in soft handoff or not. In fact, we shall assume that the feedback WER for HS-Mode-2 is 1.6%; recall from Section 2.1 that if the transmit energy on the UL DPCCH is such that each of the FSM (uncoded) bits has a bit error rate of 4%, then for the same average transmit energy the WER for FSM in our proposed solution is 1.6%. 

System throughput results for Mode-1 and Mode-2 with a feedback BER of 4% are presented in Table 5 and Table 6. Corresponding results for HS-Mode-2 (i.e., when the feedback WER is 1.6%) is presented in Table 7. Note that the performance of HS-Mode-2 is now superior to that of Mode-1 or Mode-2. In fact, by comparing the packet call throughput CDFs of the three schemes (see Figure 2), it can be seen that the packet call throughput CDF for HS-Mode-2 with 82 UEs is better than the CDF for Mode-1 or Mode-2 with 75UEs. This represents a 10% improvement in capacity for the same QoS defined in terms of packet call throughput.

Table 5: Throughputs for TxAA Mode-1 with a feedback BER of 4%

Number of UEs
Pkt. Call Tput (Kbps)
OTA

(Kbps)
Service Tput (Kbps)
Utilization
Ave. num of TX per success

12
1738
2316
453
0.20
2.14

37
1586
2659
1350
0.51
2.09

56
1443
2954
2032
0.69
2.03

75
1285
3307
2692
0.81
1.98

100
1010
3748
3497
0.93
1.90

Table 6: Throughputs for TxAA Mode-2 with a feedback BER of 4%

Number of UEs
Pkt. Call Tput (Kbps)
OTA

(Kbps)
Service Tput (Kbps)
Utilization
Ave. num of TX per success

12
1751
2358
441
0.19
2.14

37
1598
2673
1347
0.51
2.09

56
1491
3068
2065
0.67
2.02

75
1278
3347
2744
0.82
1.98

100
1052
3856
3568
0.93
1.90

Table 7: Throughputs for proposed TxAA HS-Mode-2 when the average transmit energy is the same as that required in Mode-1 or Mode-2 to achieve a feedback BER of 4%

Number of UEs
Pkt. Call Tput (Kbps)
OTA

(Kbps)
Service Tput (Kbps)
Utilization
Ave. num of TX per success

12
1768
2388
440
0.19
2.11

37
1620
2737
1358
0.50
2.06

56
1482
3084
2090
0.68
2.00

75
1347
3381
2680
0.79
1.95

100
1087
3913
3580
0.92
1.87
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Figure 2 Packet call throughput CDFs when the feedback BER is 4% for Mode-1 and Mode-2. The corresponding feedback word error rate for HS-Mode-2 is 1.5%

Next, system throughput results for Mode-1 and Mode-2 with a feedback BER of 10% are presented in Table 8 and Table 9. Recall that the higher BER is representative of the situation when the UE – and therefore, the UL DPCCH – is in soft handoff. For HS-Mode-2, however, the feedback WER is kept at 1.6%. Recall that this WER obtains when the average transmit energy used for the HS-DPCCH is the same as that necessary to achieve a BER of 4% on the UL DPCCH. Also recall that the HS-DPCCH will be power controlled by the HSDPA serving cell, whence the WER remains unchanged irrespective of whether the UE is in soft handoff or not. 

In fact, by comparing the packet call throughput CDFs of the three schemes (see Figure 3), it can be seen that the packet call throughput CDF for HS-Mode-2 with 85 UEs is better than the CDF for Mode-1 or Mode-2 with 75UEs. This represents a 13% improvement in capacity for the same QoS defined in terms of packet call throughput.

Table 8: Throughputs for TxAA Mode-1 with a feedback BER of 10%

Number of UEs
Pkt. Call Tput (Kbps)
OTA

(Kbps)
Service Tput (Kbps)
Utilization
Ave. num of TX per success

12
1715
2279
449
0.20
2.22

37
1565
2615
1361
0.52
2.17

56
1406
2909
2037
0.70
2.11

75
1225
3222
2692
0.84
2.06

100
964
3764
3549
0.94
1.96

Table 9: Throughputs for TxAA Mode-2 with a feedback BER of 10%

Number of UEs
Pkt. Call Tput (Kbps)
OTA

(Kbps)
Service Tput (Kbps)
Utilization
Ave. num of TX per success

12
1700
2189
434
0.20
2.30

37
1556
2589
1333
0.52
2.21

56
1417
2945
2047
0.70
2.14

75
1261
3285
2710
0.82
2.07

100
986
3766
3528
0.94
1.99
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Figure 3 Packet call throughput CDFs when the feedback BER is 10% for Mode-1 and Mode-2. The feedback word error rate for HS-Mode-2 remains unchanged at 1.6%

5 Discussion and Conclusions

A comparison of the system-level performance of Release-99 closed loop transmit diversity (TxAA) Mode-1 and Mode-2, as also of that of the FSM signalling scheme described in Section 2.1 (referred to as HS-Mode-2 in this paper) is presented. In each case we consider situations with and without feedback errors. 

· We assume perfect antenna verification for Mode-1 and Mode-2 when feedback errors are present. In practice, antenna verification is imperfect. Imperfect antenna verification leads to incorrect demodulation, which, in turn, leads to a corruption of H-ARQ buffers. Therefore, in practice, the performance of Mode-1 and Mode-2 will indeed be worse than what is shown here. 

· HS-Mode-2 provides more robust TxAA performance for two reasons. First, the FSM information is no longer transmitted uncoded. As a result, for the same average transmit power, the feedback error rate can be significantly lower in this scheme than with Mode-1 or Mode-2. Secondly, Node-B echoes back the received FSM information on the HS-SCCH. This obviates the need for antenna verification because the HS-SCCH is protected by a strong CRC code, as a result of which the probability of undetected errors is negligible (less than 1e-4). We remark that the performance of Mode-1 or Mode-2 in the absence of antenna verification is presented in [17]; it is shown there that severe performance losses can occur in this case.

· Furthermore, when the UE – and consequently, the UL DPCCH – is in soft handoff, the feedback error rate for Modes-1 and 2 will be even higher. By contrast, the feedback word error rate in HS-Mode-2 remains unchanged. Echoing of the FSM information in HS-Mode-2 does increase the feedback delay. 

· In HS-Mode-2, the optimal antenna weight vector can be selected based on the HSDPA serving cell alone. Recall that in Mode-1 or Mode-2, a conflict in optimal weight vector selection arises when the UE is in soft handoff: If the weight vector is selected based on the HSDPA serving cell alone, then performance degradation will occur on the dedicated channels that are in soft handoff. On the other hand, if the weight vector is selected based on the received signals from all the cells in the active set, then the performance of HSDPA suffers. By contrast, since the HS-PDSCH is never in soft handoff, the weight vector selection can always be based entirely on the HSPDA serving cell. As a result, neither the performance of HSDPA nor that of the dedicated channels suffers.

· Uplink signalling overhead can be reduced in HS-Mode-2 by changing the feedback rate based on HS-DSCH activity (see [16], and references therein) without affecting system performance. Precisely, the scheme exploits the bursty nature of data traffic by increasing the feedback rate during periods of HS-DSCH activity, and reverting back to slow feedback rate at other times.

In summary, TxAA Release-99 Mode-1 and Mode-2 are not very robust in the presence of feedback errors even if perfect antenna verification is assumed. In the absence of antenna verification or in the presence of imperfect of antenna verification the performance losses for these schemes will be even more severe [17]. The FSM signalling schemes proposed in [5] use the HS-DPCCH for transmitting TxAA feedback information, thereby resulting in more robust and reliable performance. As shown in this document, performance gains of at least 10% can be obtained using such schemes. 
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7 Annex: Simulation assumptions and parameters

The HARQ scheme is based on incremental redundancy with the flexibility of changing modulation and coding scheme on retransmissions (A2IR). The A2IR system design is based on the rate table shown in Table 11. All results are for adaptive, asynchronous incremental redundancy (A2IR) using a semi-static TTI of 2ms (3 slots). 

Table 11: Data Rate and MCS table. TTI is fixed at 3-slots or 2 ms. Channelisation codes are of SF=16.  The cells marked “X” correspond to non self-decodable transmissions and may be used only for retransmission.

Number of Codes
Modulation and Coding Schemes


1280 bits code block
2560 bits code block
3840 bits code block
5120 bits code block
7680 bits code block
11520 bits code block
15360 bits code block


640 Kbps
1280 Kbps
1920 Kbps
2560 Kbps
3840 Kbps
5760 Kbps
7680 Kbps

10
QPSK, 0.13
QPSK, 0.27
QPSK, 0.4
QPSK, 0.53
QPSK, 0.8
16QAM, 0.6
16QAM, 0.8

8
QPSK, 0.17
QPSK, 0.33
QPSK, 0.5
QPSK, 0.67
16QAM, 0.5
16QAM, 0.75
X

6
QPSK, 0.22
QPSK, 0.44
QPSK, 0.67
16QAM, 0.44
16QAM, 0.67
X
X

4
QPSK, 0.33
QPSK, 0.67
16QAM, 0.5
16QAM, 0.67
X
X
X

2
QPSK, 0.67
16QAM, 0.67
X
X
X
X
X

Data rate and MCS selection from the rate table may be performed in multiple ways. These are

a) C/I Based Selection: Based on the number of codes available and the data backlog, the best MCS that can be supported is selected. User’s backlog may be rounded up to the nearest code block size via padding or data may be segmented. 

b) Code Block Based Selection: The code block size is first selected to match the backlog, always rounding up to the nearest code block size. If the data backlog exceeds the largest code block size, then the largest code block size is selected and the data is segmented accordingly. The number of codes available determines the row below which selection in the rate table is possible. For example, if code block size of 5120 bits is selected and there are 8-codes available, then rows 2-4 in the rate table may be selected. (Note that Row 5 is disallowed except for retransmission with A2IR). If a suitable MCS cannot be found in that column, then the next lower code block size is searched in a similar fashion. This continues until the appropriate code block and MCS are picked. 

For A2IR scheme, MCS and number of codes may be selected both for first transmission as well as retransmission. The first transmission of code blocks is always self-decodable, but retransmissions are not necessarily self-decodable.  If a retransmission corresponds to one of the entries marked “X” in the rate table, then the retransmission is not self-decodable. For such retransmissions, only QPSK modulation is used and the code rate is selected appropriately. The notion of aggressive factors in the selection of MCS was introduced in [6] and is repeated in Appendix B for convenience. 

The throughput metrics used viz. Over-The-Air (OTA) Throughput, Service Throughput and Packet Call Throughput are as defined in the TR (see [1]). In addition, the cumulative distribution function (CDF) of the UE packet call throughput is also provided as a measure of quality of service.

As used in [1], the following assumptions are made (other assumptions from TR are listed in the Appendix of this document). 

· 30% power used by overhead channels

· Single path Rayleigh fading with 3km/hr.

· Fractional Recovered Power (FRP) is 0.98

The following additional assumptions are made in obtaining the simulation results:

· No limit on maximum number of retries.

· Fast cell selection is not considered.

· Results do not count padding into the throughput (i.e. only information bits count towards throughput).

· Channel quality measurement and ACK/NACK feedback are error-free. 

· The channel quality feedback delay is assumed to be 6 slots and the ACK/NACK delay is assumed to be 3 slots.

· Normalized Max C/I scheduler is used, wherein scheduling is based on the instantaneous (Rayleigh) fading alone, thereby removing the effect of the UE’s geometry.

The adaptive scheme uses link quality feedback valid during previous transmissions of a data block to obtain an estimate of the aggregated energy for that data block at the receiver. That information is used in conjunction with the most recent link quality feedback to determine the MCS and number of codes for retransmission. This adaptive scheme attempts to pick the MCS and number of codes to fulfill the residual energy required for the data block to be successful with high probability. For example, for a given MCS, suppose we need Eb/No of 1 (= 0 dB) for successful decoding. If Eb/No from earlier transmissions is 9/10, then we need only 1/10 (= -10 dB) more. The MCS and number of codes for retransmission can be selected to provide just the required energy (= -10 dB) under the current channel conditions. Wherever possible, capacity gains are quantified by matching the UE packet call throughput CDFs especially in the lower throughput region (< 1000 Kbps) [9].

The system level simulation parameters are listed in Table 12 below.

Table 12 Basic system level simulation assumptions.
Parameter
Explanation/Assumption
Comments

Cellular layout
Hexagonal grid, 3-sector sites
Provide your cell layout picture

Site to Site distance
2800 m


Antenna pattern
As proposed in [2]
Only horizontal pattern specified

Propagation model
L = 128.1 + 37.6 Log10(R)
R in kilometers

CPICH power
-10 dB


Other common channels
- 10 dB


Power allocated to HSDPA transmission, including associated signaling
Max. 70 % of total cell power


Slow fading
As modeled in UMTS 30.03, B 1.4.1.4


Std. deviation of slow fading
8 dB


Correlation between sectors
1.0


Correlation between sites
0.5


Correlation distance of slow fading
50 m


Carrier frequency
2000 MHz


BS antenna gain
14 dB


UE antenna gain
0 dBi


UE noise figure
9 dB


Max. # of retransmissions
Specify the value used
Retransmissions by fast HARQ


Fast HARQ scheme
A2IR


BS total Tx power
Up to 44 dBm


Active set size
3
Maximum size

Frame duration
2.0 ms


Scheduling
normalized Max C/I


Specify Fast Fading model
Jakes spectrum
Generated e.g. by Jakes or Filter approach 

The fundamentals of the data-traffic model are captured in Table 13 below.

Table 13 Data-traffic model parameters

Process
Random Variable
Parameters

Packet Calls Size
Pareto with cutoff
Α=1.1, k=4.5 Kbytes, m=2 Mbytes, μ = 25 Kbytes

Time Between Packet Calls
Geometric
μ = 5 seconds

Packet Size
Segmented based on MTU size
(e.g. 1500 octets)

Packets per Packet Call
Deterministic
Based on Packet Call Size and Packet MTU

Packet Inter-arrival Time

 (open- loop)
Geometric
μ = MTU size /peak link speed 

(e.g. [1500 octets * 8] /2 Mb/s = 6 ms)

Packet Inter-arrival Time

 (closed-loop)
Deterministic
TCP/IP Slow Start 

(Fixed Network Delay of 100 ms)

8 Appendix B: MCS Selection and Aggressiveness

The aggressive factor [w x y z] indicates w dB aggressiveness for QPSK, x dB for 8-PSK, y dB for 16-QAM and z dB for 64QAM. As an example, assume 7680 bits code block has been selected. If a, b, c, d and e represent the SNR required to maintain 1% BLER for MCS 1 (QPSK, 0.16), 2 (QPSK, 0.48), 3 (QPSK, 0.8), 4 (8PSK, 0.8) and 5 (64QAM, 0.8), respectively, the SNR is partitioned into five regions: (-(,b-w], (b-w, c-w], (c-w, d-x], (d-x, e-z] and (e-z,(). These regions correspond to the SNR ranges where the MCS 1, 2, 3, 4 and 5 will be chosen respectively.
[image: image4.emf] 

MCS Selection

0.001

0.01

0.1

1

-10 -4 2 8 14 20

^Ior/Ioc (dB)

BLER

64QAM M  

8PSK  

QPSK  

QPSK   QPS K  

0.8    

0.8    

0.8    

0.48    

0.16    


Figure 5 An Illustration of MCS selection with [6 3 2 0] aggressiveness
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