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Introduction

During the development of HSDPA in 3GPP RAN1, several possible schedulers have been proposed. Since the performance of HSDPA is highly dependent on the scheduler design algorithm, it is of interest to understand the characteristics of different algorithms. Some are compared in this document, for the particular case of streaming services with equal application data rates for each UE. 

The metrics chosen for comparison are:

· Total user throughput per cell

· 95 percentile delay (time between arrival at the Node B and successful delivery to the UE which is not exceeded by 95% of the data).

· Proportion of satisfied users (fraction of users for which a given QoS is achieved).

Background

The general approach is assumed to be as follows: 

· Data for a given user (UE) arrives at the Node B and is buffered there until it is transmitted

· A modulation scheme and code rate are selected for each UE. This depends on the estimate of downlink channel quality obtained by the Node B. 

· If transmission is scheduled to a given UE (i.e. there is data in the queue, there is reasonable probability of successfully receiving the packet, and the UE is selected by the scheduler), as much data is possible is sent to that UE, up to the limit set by availability of downlink channelisation codes and UE capability.

· More than one packet may be sent in a subframe.

· Retransmissions are given priority over new transmissions.

More details and simulation assumptions are given in Annex A.

The scheduling algorithms considered are as follows:

· Round Robin (RR): The scheduler selects each UE in turn.

· Maximum Queue (MAXQ): The scheduler selects the UE with the greatest amount of data in its queue. 

· Maximum Rate (MAXR): The scheduler selects the UE to which the largest packet could be sent, based on the channel quality and available data in the queue. For transmissions within a single subframe this corresponds to maximising the bit rate. 

· Proportional Fair (PFAIR): The scheduler selects the UE which maximises 
[image: image6.wmf]0

1x10

6

2x10

6

3x10

6

4x10

6

5x10

6

0.0

0.2

0.4

0.6

0.8

1.0

Fraction "Satisfied Users"

Offered load (bps)

 RR

 MAXQ

 MAXR

 PFAIR

, where C/I Current and C/I Average refer to instantaneous and long-term average values of Carrier-to-Interference ratio respectively. (Note that other versions of “Proportional Fair” schedulers with additional parameters are also possible but not considered here.)

The MAXQ scheduler might be expected to prevent long packet delays, but does not take advantage of those occasions when fading leads to good channel conditions. 

The MAXR scheduler is similar to a “MaxC/I” scheduler, except that it takes into account the amount of data in the queue. This prevents the selection of a UE with a very good channel, but little data to send, which could potentially waste control channel and channelisation code resources by sending only a small packet.

The PFAIR scheduler will try to send data to a UE which is experiencing better than its average channel conditions, but with an additional weighting factor designed to prevent long queues accumulating. 

Results

Figure 1 shows total throughput (user bits per cell) as a function of offered load (for 20 users). It can be seen that the MAXR scheduler achieves the highest throughput.
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Figure 1: Throughput vs. offered load

Figure 2 shows the 95 percentile delay as a function of offered load. The MAXQ scheduler shows very good delay characteristics up to 1.75Mbps, but its performance then collapses. The PFAIR scheduler maintains good delay performance up to 3Mbps and is better in this respect than MAXR. Note that in Figure 1, MAXR only achieves better throughput than PFAIR in the region beyond 3Mbps. 
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Figure 2: 95 percentile delay vs. offered load.

In Figure 3 we show the proportion of satisfied users. In order to do this we set a performance (QoS) target for a hypothetical streaming application, such that 95% of the data must be delivered within 0.5s. This could be reasonable for video streaming, for example, where a small number of late packets might be tolerated. In any case we expect that significant buffering will be needed in the application to allow efficient streaming services. Here a delay of 0.5s corresponds to a buffer size of about 75,000 bits at a data rate of 150kbps.
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Figure 3: Fraction of satisfied users vs Offered load. Here the QoS requirement is 95% of data delivered within 0.5s.

From Figure 3, again MAXQ shows good performance, but only up to 1.75Mbps. At higher loadings, MAXQ keeps trying to send data to UEs whose queues have become long as a result of a poor SIR, with the result that very little data gets successfully transmitted. 

PFAIR gives the best performance up to 2.75Mbps, at which point MAXR becomes better. This can be understood if we recognise that at high loads PFAIR will schedule packets for users with poor channels because their queues become long. However, MAXR will not send data to such users, and will select only those users with good channels. Thus MAXR effectively provides some admission control at high loads and can maintain good performance for at least some of the users. On the other hand at high loads PFAIR continues to schedule packets to all users so that, finally, none of them meet the QoS target.

Conclusion

We conclude that a Proportional Fair (PFAIR) scheduler seems to give good performance in terms of throughput and delay up to a certain throughput limit. Beyond that point, better performance is given by a Maximum Rate (MAXR) scheduler.

This suggests that a possible design for a robust scheduler for streaming services would behave like PFAIR at low loads, but drop users or switch to MAXR at high loads. The switch to MAXR behaviour could be made as soon as the PFAIR scheduler was no longer able to satisfy 100% of users.

Annex A: Simulation Assumptions

System Details

The following assumptions are used unless otherwise stated:-

· Hexagonal 19-cell layout

· Representative segment of central cell considered for throughput estimate

· Number of UE’s (per cell) = 20

· Static TTI = 3slots (2ms)

· Propagation exponent =3.76

· Single path Rayleigh fast fading model (flat spectrum) 

· Channel conditions stationary during a TTI (sub-frame)

· UE speed 3km/hr

· Standard deviation of log-normal shadowing = 8dB

· Shadowing correlation between sites = 0.5

· Thermal noise neglected

· 30% of Node B power allocated to common channels etc in all cells

· 70% of Node B power allocated to HSDPA in all interfering cells

· 70% of Node B power available to HSDPA in wanted cell

· Number of HS-SCCH at the Node B = 4

· Number of HS-SCCH monitored by UE = 4

· Overheads due to dedicated channels associated with HSDPA not considered

· 10 spreading codes available for HSDPA 

· UE capability: 5 spreading codes

· Spreading factor = 16

· Modulation and Coding Schemes : 

· 1
QPSK ¼ rate 

· 2
QPSK ½ rate 

· 3
QPSK ¾ rate

· 4
16-QAM ½ rate 

· 5
16-QAM 3/4 rate 

· Equal transmission power per code.

· FER: from SIR and block code performance bounds (see  TSGR1#16 (00) 1202, “Throughput of HSDPA”, Philips)

· Perfect channel estimation for decoding at UE

· No loss of orthogonality on downlink 

· Signalling assumed to be error free

· Minimum re-transmission delay = 3 TTI’s (This is the minimum time between a first transmission and a subsequent retransmission. It includes a delay for signalling the ACK/NACK and any scheduling delay)

· Scheduling delay = 1 TTI (Delay between Node B decision on the schedule and start of data transmission)

· Measurement delay =  0 TTI (Consistent with channel quality being determined using downlink power control information) 

· Inter-TTI capability of UEs:  1

· Error in Downlink C/I estimation at Node B

· Contribution due to SIR of pilot bits at UE:


SIR dependent

· Contribution assumed from various implementation losses
0.5dB rms

· Simulation duration 2000 TTI’s

Traffic Model

To represent streaming services we assume that the offered load is comprised of one constant rate data stream per UE. For simplicity we also assume equal bit rates for each data stream. The data for each user is assumed to arrive at a queue in the Node B, and the queue is updated every TTI.

ARQ scheme 

We assume that one CRC is attached per packet.

As a default, Chase combining of re-transmissions is assumed. An erroneous packet is re-transmitted with the same MCS. Perfect maximum ratio combining is assumed, and the final SIR is computed as the sum of the SIR’s of the two packets to be combined.

Scheduling Algorithms

The parameters considered for use by the scheduler are:

· The UE to which the most recent transmission was scheduled

· The CIR at the UE (as determined by the Node B)

· The long-term average CIR at the UE.

· The amount of data in the queue at the Node B.

· The UE capability (e.g. The maximum number of channelisation codes that the user can receive).

In general we assume that:

· A data packet for any user can be allocated to any chanelisation code.

· More than one channelisation code can be allocated to one user. The code block size is equal to the amount of data that can be sent with one channelisation code, which means that a “packet” may comprise multiple code blocks sent in parallel within one TTI.

· Re-transmissions and first transmissions to the same user are not allowed within the same TTI.

· The modulation, coding scheme and power level for first transmissions are chosen to maximise throughput.

· All re-transmissions are scheduled before first transmissions, thus giving them a higher priority, and no first transmissions are allowed to a UE while any re-transmissions remain to be sent.  

· The modulation and coding scheme of a re-transmission is the same as for the first transmission.

· The available channelisation codes are allocated in sequence, until the total available power is exhausted.
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