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1
Introduction

At the last WG1 meeting in Orlando it was agreed [1] [2], based on [3], to have the UE ID added modulo 2 to the CRC in part 2 of the HS-SCCH. [3] showed that a minimum distance of 1 was guaranteed between the CRC “code” words of any two different users if modulo 2 addition of UE ID with CRC was employed. In [3] the UE ID was taken to be of the same length as the CRC (16 bits), but it was also agreed in the CR [1] to have a 10 bit UE ID which will also be used to scramble the HS-SCCH part 1 information.

 “Modulo-2” addition of a unique representation of the UE ID to the CRC remains a sufficient condition to ensure that inter user code word distance is non-zero, and hence we keep modulo 2 addition as the preferred structure to obtain a UE specific CRC. Thus to implement modulo 2 addition, the 10 bit UE ID has to be first represented as a 16 bit number. While zero padding is an obvious and simple choice it does not improve the minimum distance between code words of different users. We propose in this contribution an efficient “pre-coding” of the 10 bit UE ID to 16 bits that will result in “optimal” minimum spacing between the UE IDs and hence lower the false alarm probability to unintended UE. False alarm is the event where one UE falsely decodes and uses the HS-SCCH information intended for a different UE as if it were meant for itself, with adverse consequences in performance. The proposal encodes the User Identifier information and adds it modulo-2 with the control channel CRC bits in a manner apriori known to the receiver thereby resulting in a “mirror” decoding strategy that is trivial to implement. 

2
Zero Padding vs. Optimal (16,10) Code

One simple representation of a 10 bit UE ID as a 16 bit number is to simply zero pad with 6 additional zeros either at MSB or LSB ends. This is the structure implied in the TR [2]. Such an operation implies that the Hamming distance between UE IDs remain = 1 before and after zero padding. 

The figures (1) and (2) below illustrate schematically the space of all transmitted UE specific CRC encoded code words (before error correction channel coding) with zero padding and optimal coding respectively. In both cases, the dimension of the entire space equals I+N where I is the number of information bits and N is the number of CRC bits. Specifically we have I=21 and N=16. In both figures, the line (subspace) passing through the origin containing the red squares representing codewords would be the nominal set of CRC encoded codewords (information bits appended with CRC) before UE specific modulo 2 addition. In other words these would be the CRC coded words for the UE with all zero UE ID. The dimension of this subspace equals the number of information bits I, i.e. the number of such CRC coded words is 2I. 

The effect of the modulo two addition of the UE ID to the CRC is to simply translate the subspace to a coset (shown as a parallel line with yellow squares representing code words), where the distance between the cosets is affected by the Hamming distance between the UE IDs (though not necessarily equal to it). Thus in the case of plain zero padding the minimum Hamming distance between cosets = 1, whereas the minimum Hamming distance between cosets in the case of optimal coding is higher as illustrated.
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Figure 1: Tx codewords with zero padding:

[image: image2.wmf]å

å

å

Î

=

I

0

=

x

{0}

-

 U

y 

d)

-

x

-

N

+

(I

d)

+

(x

y

N

0

=

d

K

p)

-

(1

p

 

d)

(x,

N

 

1)

-

(2

1

fa

P


UE ID=1001

UE ID=0000
UE ID=0101

Figure 2: Tx codewords with  precoded UE ID

If K is the number of information bits in the user ID field (specifically we have K=10) then the total number of information plus UE specific CRC code words in all disjoint cosets = 2I+K, in each of the two figures above.

A false alarm occurs for the UE ID u = 0 when one of the randomly picked UE specific CRC coded words (yellow squares) belonging to any other u’ is transmitted and is received after error correction by the receiver of u as one of the CRC coded words (red squares) that belongs to its own subspace. The difference between the transmitted code word (yellow square) and the received code word (red square) is the error pattern introduced by the composite channel. 

The situation under figure (1) for zero padding may not be optimal to minimize unintended UE false alarm when uncorrected error patterns are modeled as an i.i.d sequence of bit errors from a binary symmetric channel (BSC). Therefore we propose a (16,10) code which is “optimal” from point of view of having the largest minimum distance between user ID codewords, dmin, which in this case turns out to be 4. 

We arrive at such a code by first considering the well known (15,11) binary Hamming code. This code has a dmin = 3 and satisfies the sphere packing upper bound for optimality like all binary Hamming codes. It is also well known [4] that inserting an additional “parity check” bit to an (N,K) code to make it (N+1,K) increases the dmin by one if the original dmin had odd parity. Thus the (15,11) code can be straightforwardly extended to a (16,11) code of dmin = 4 by the insertion of a single overall parity check bit. It is clear that such an extended (16,11) Hamming code of dmin=4 has optimal minimum distance and that it is linear, and further it is well packed. 

Searches (by enumeration) for good (16,10) codes, both linear and non-linear, have yielded no larger than dmin=4 codes [5]. A straightforward method to obtain a (16,10) code from a (16,11) code is by padding any position of the 10 bit information word (UE ID) by a single bit or parity check and then apply the (16,11) linear code previously discussed on the 11 bit vectors. The result is a 16 length linear code with minimum distance 4. 

An alternative encoding strategy is to consider the shortened Hamming code (15,10) which is the (15,11) Hamming code but with only even weight code words considered. This is known to have dmin=4 [6]. Extending to (16,10) can be made easily by an additional padding bit (with no further improvement in its minimum distance).

3
UE ID Pre-Encoder and Decoder Structure

A sequence of operations for pre-coding the UE ID is shown in the following figure 3:
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16 bit UE specific CRC

16 bit CRC

Figure 3: Pre-coding Steps for 10 bit UE ID and XOR ing with CRC

Note that the single bit padding operation can be substituted by an 11 bit UE ID, i.e., an extra bit is reserved to either double the UE ID space or to send a one bit control signal to a 10 bit addressed UE.
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Figure 4: UE ID Pre-encoder Structure
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Figure 5: UE ID Decoder Structure

Figures 4 and 5 show the UE ID encoder and decoder structure. The encoder is a simple linear code of the UE ID followed by modulo 2 addition with the CRC and the decoder at the receiver also uses the same structure and is hence very easy to implement. There is no actual “decoding” in the conventional sense as the UE ID is known apriori to the receiver.

3
False Alarm Probability

We define False alarm probability as:


If the channel is such that every error pattern is of equal probability (uniform distribution of error patterns) then the false alarm probability shows no improvement due to clever coding of the UE ID. In both cases (zero padding and clever UE ID coding), given a transmission of a random (arbitrary) codeword to a UE u’ <> u , then the 


4
False Alarm Improvement in BSC

However, if the error patterns were such that they arose from a sequence of i.i.d. binary symmetric channel uses with individual error probability p, then the Pfa depends on the distance d(vu, vu’) between the transmitted code word vu’ belonging to the coset of user u’ and the received code word vu belonging to the  subspace of user u. In order to make the distance between pairs of different users’ codewords large (say larger than a minimum design distance Ddes), it is necessary that the distance between coded user IDs is also similarly large. Hence user ID coding would lower the false alarm probability in a BSC. 

We present an expression (derivation omitted) for probability of false alarm on a BSC using linear pre-codes:


where x is the weight of the information word of length I bits and Ny(x,d) is the number of CRC “code” words (before UE specific masking) which have x weight information part and a CRC part that is at Hamming distance d from the coded UE ID y. 

Clearly if x = 0 and d=0 then Ny(x,d) = 0 because then the only CRC for 0 information is 0 and its distance to U-{0} > 0.

Note that in the degenerate case of p=1/2 (useless BSC) where every error pattern is equally likely the above formula for probability of false alarm collapses to the expression of 2-N as already observed. 

It is readily apparent from the above formula that the false alarm will be improved if for small values of x and d  such that x+d is constant (say x+d in the range of 1 to 3) the value Ny(x,d) summed over all y (non-zero) is kept very small with respect to 2K –1. It is also readily apparent that to accomplish this (i.e. minimize the number of UE ID code words that are d-near to a given CRC of weight z information) we need to have maximum separation between the UE ID codewords themselves. 

Furthermore, the third summation above is over the index of the entire space of coded user IDs (excluding zero). In a real deployment, i.e. a given instantiation of a set of active users in a cell, the number of user ids in simultaneous use will be far lesser. If that were the case, the summation would be only over those corresponding coded user ids that are in actual use implying a certain reduction in the actually realized false alarm probability. 

Furthermore, it is recommended that the strategy to allocate a small subset of user Ids in real deployment from the pool of 2K be a random allocation. The rate at which the subset of users change is relatively low and hence there are long periods of time relative to the TTI when a certain subset of users are active. While random allocation alone of a limited subset minimizes long term false alarm probability of a test UE (assumed always active), it may not provide satisfactory false alarm performance for some UEs over the short term (for example, over a packet call duration). This is because random allocation alone does not prevent certain UE IDs from having short mutual distance temporarily. Thus a pre-coding scheme that always guarantees certain minimum distance properties and hence low average false alarm for both near and long term is worthwhile for adoption in the standards.

5
Necessary and Sufficient Conditions for a Pre-Code to guarantee a minimum overall distance

Let Ddes be the desired minimum overall distance of the UE specific CRC coded information words (over all information and users). Then the following statements are true (see Appendix):

Ddes <= dmin(precode)

Therefore in order for Ddes to be as large as possible, it is necessary that dmin(precode) is also at least as large. The (16,10) pre-code proposed has the largest dmin possible of 4. 

If we only restrict ourselves to linear pre-coding of user ids then the necessary and sufficient condition is:

d{c,u} >= Ddes – weight{I} for every [I |c] and all u, where c is the original N bit CRC of the I bit information word.

For the case of the linear (16,10) code, 1<= Ddes <=3 

For linear (16,10) pre-code U of minimum distance dmin (U)  the necessary and sufficient conditions are: 

dmin (U) >= Ddes 

d(c1,u) >= Ddes – 1 for all CRCs c1 that correspond to single weight information strings

d(c2,u) >= Ddes – 2 for all CRCs c2 that correspond to double weight information strings 

Hence if Ddes is picked = 3 (best possible) then the linear (16,10) code should satisfy:

dmin (U) >=3

d(c1,u)  >= 2 for all CRCs c1 that correspond to single weight information strings

d(c2,u)  >= 1 for all CRCs c2 that correspond to double weight information strings

It is clear that the proposed code of dmin = 4 satisfies the first condition. The second and third conditions need further checking. However, even if these are not satisfied for every pair of (ci,u), a minimum number of violations will improve the average distance of the overall code space and hence the false alarm probability in a BSC. In fact, the parameter Nu(x,d) defined and explained in the previous section is the key parameter to consider.

6
Conclusions

A (16,10) pre-coding scheme for UE IDs such as the one presented, always guarantees certain minimum distance (of 4) properties that is necessary for low false alarm probability for both near and long term and is therefore worthwhile for adoption in the HSDPA standards. A general expression for false alarm probability was presented along with necessary and sufficient conditions for any UE ID code to provide a design minimum distance in the overall space of UE specific CRC encoded HS-SCCH information. The false alarm probability is a function more of the average distance properties of the overall code space. Finally, the UE ID pre-coding scheme is simple to implement and since no “actual” decoding is necessary as the UE ID is known apriori to the receiver, the decoding scheme at the UE is also equally simple to implement.
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8
Text Proposal for CR 25.212

4.6.4
CRC attachment for HS-SCCH

From the sequence of bits x1,1, x1,2, …, x1,8, x2,1, x2,2, …, x2,13 a 16 bits CRC is calculated according to Section 4.2.1.1. This gives a sequence of CRC bits c1, c2, …, c16.  The sequence of UE ID bits uue,1, uue,2, …, uue,10  is pre-coded to a sequence of coded UE ID bits: xue,1, xue,2, …, xue,16  according to the sequence of operations shown in figure xxxx below:      c The sequence of CRC bits c1, c2, …, c16 is then masked (XORed) with the coded UE ID bits xue,1, xue,2, …, xue,16 and then appended to the sequence if bits x2,1, x2,2, …, x2,13. This give a sequence of bits y1, y2, …, y29, where

yi = x2,I


i=1,2,…,13

yi = ci-13  ^ xue,i-13

i=14,15,…,29


Figure xxxx: UE ID pre-coding
APPENDIX

Consider v1  = [I1 | c1+u1] and v2 = [I2 | c2+u2] where I1, I2 are information strings with corresponding CRCs c1, c2. u1 and u2 are the coded user ids of two distinct users.

By definition,

d(v1,v2) = weight{[I1+I2 | c1+c2+u1+u2]} = weight{I1+I2}+weight{c1+c2+u1+u2}>= Ddes for every (I1,I2) and (u1,u2) where u1 <> u2. Since I1+I2 = I some other information string and c1+c2=c where c is the corresponding CRC for I, then we can write the necessary and sufficient conditions for the coded UE ids  in order to achieve overall code space minimum distance of Ddes to be:

weight{I} + weight{c+u1+u2} >= Ddes for every [I | c] and all u1,u2 distinct (u1 <> u2)

If weight{I} >= Ddes then the above condition is trivially true. In general, the design distance Ddes is minimum iff :

weight{c+u1+u2} >= Ddes – weight{I} for every [I|c] and all u1,u2 distinct (u1 <> u2)

In particular if we choose I=0 and corresponding c=0 then we have a necessary condition: 

weight{u1+u2} >= Ddes, i.e. d(u1,u2) >= Ddes. Thus it is necessary that Ddes <= dmin(precode). In other words, the minimum distance achievable on the overall code space across all users’ code words is no better than the minimum distance achievable by User ID pre-coding (assuming modulo-2 addition follows).

We already have seen that for the (16,10) case, the largest or optimal dmin(precode)= 4. Thus Ddes <= 4. It is hence clear that pre-coding with good minimum distance properties is necessary to improve the minimum distance of the overall code space which otherwise would have been 1 with plain zero padding. 

If we only restrict ourselves to linear pre-coding of user ids then the necessary and sufficient condition is:

d{c,u} >= Ddes – weight{I} for every [I |c] and all u.

The set of necessary and sufficient conditions to ensure overall Ddes for the linear (16,10) user id pre-codes (Ddes <= 4) are: 

weight{u} >= Ddes by considering the 0 information string

d(c1,u) >= Ddes – 1 for all CRCs c1 that correspond to single weight information strings

d(c2,u) >= Ddes – 2 for all CRCs c2 that correspond to double weight information strings

d(c3,u) >= Ddes – 3 for all CRCs c3 that correspond to triple weight information strings

From the second condition, 

d(c1,u) >= Ddes – 1 for all CRCs c1 that correspond to single weight information strings

we can infer (with some hand waving) that Ddes <= 3, i.e. Ddes = 4 is ruled out. This is because in the case of  well-packed (16,10) codes with dmin <= 4 any arbitrary binary 16-tuple that is spaced at Hamming distance >= d from some u  U is also spaced at distance 4-d from some other u’  U. In other words, c1 lies in either a sphere around one code word u or the other or right at the boundary between two code words. Hence the largest simultaneous separation possible from codewords of U = 2, which then implies that Ddes <= 3.

Thus 1<= Ddes <=3 (lower bound achievable by simple zero padding for precoding)

So we can write for linear (16,10) pre-code U of minimum distance dmin (U)  (such that Ddes <=3) the necessary and sufficient conditions: 

dmin (U) >= Ddes 

d(c1,u) >= Ddes – 1 for all CRCs c1 that correspond to single weight information strings

d(c2,u) >= Ddes – 2 for all CRCs c2 that correspond to double weight information strings 

Hence if Ddes is picked = 3 (best) then

dmin (U)>=3

d(c1,u) >= 2 for all CRCs c1 that correspond to single weight information strings

d(c2,u) >= 1 for all CRCs c2 that correspond to double weight information strings

Thus the design of the optimal pre-code is tightly coupled with the original CRC design. The general solution may not be simple to implement. However, we can improve the average distance properties (and improve false alarm probability) by minimizing the number of instances in the code when the last two inequalities above are violated. 
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