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1 Introduction

In the RAN1#24 meeting, it was decided to remove the HI from HSDPA specifications. It was also agreed that a UE should be able to decode part1 of four simultaneous HS-SCCHs. The Part I information comprises of channelization code space (CCS) indication and modulation information and is transmitted entirely in Slot 1 of HS-SCCH.  In order for the UE to decode its UE ID, CCS and modulation bit before the start of HS-PDSCH, output from the convolutional encoding of CCS and modulation bits is scrambled by the UE ID. The scrambling scheme was expected to provide the following benefits:

· Lower UE processing because the number of information bits in part1 is only 8 compared to 20 bits (8 + 12 bit CRC) that was the working assumption for part1 information before the scrambling approach. However, the scrambling itself introduces some additional UE processing.

· Power balance between part1 and part2 i.e. the HS-SCCH power can be kept constant during the 2.0ms HS-SCCH TTI.

Some concerns were raised on the performance of the scrambling approach for HS-SCCH part1 during discussions on RAN1 reflector. TI submitted a contribution claiming that by carrying the explicit UE ID in part1, a 3-4.0dB gain can be achieved over the scrambling approach [1]. The TI proposal achieves power balance between part1 and part2. However, the drawback with the TI proposal is that it requires changes in the HS-SCCH timing i.e. the part1 is carried over 1.2-slots rather than 1-slot. This reduces the available processing time for the UEs. When part1 consisting of 18 information bits in TI’s proposal is transmitted over 1-slot, a power imbalance of more than 1.0dB results between part1 and part2 with part1 requiring more power than part2. However, the UE now has to process 18 Part I information bits per TTI per SCCH as compared to the scrambling scheme where only 8 Part I bits per TTI per SCCH needs to be processed. Motorola also presented results for the scrambling approach in [4]. The results presented by Motorola suggest more than 1.5dB power imbalance between part1 and part2.

In the RAN1 reflector discussions, LG proposed to use the best detection measure available when comparing the performance of the scrambling scheme with any other alternative. In [2], Lucent presented results showing that the Yamamoto-Itoh (YI) algorithm for error detection is superior to using the Viterbi path metric difference by approximately 0.5-1 dB. It was also pointed out that robustness of the detection/false alarm probabilities to differing received power levels on the 4 SCCHs is an important consideration. It was shown that when a few parity bits (e.g. 4) are used in conjunction with scrambling, the desired detection/false alarm performance on the HS-SCCH and robustness is achievable with the scrambling scheme.

In this paper, we give an overview of the performance comparison of the scrambling schemes using different detection metrics.  We also compare the performance of the modified TI scheme where the part1 is limited to 1-slot with another explicit UE ID scheme with reduced number of bits in part1.

2 Schemes with Implicit (scrambled) UE ID in part1

When UE specific scrambling is used, convolutional decoder metrics may be used for error detection. Three candidate algorithms considered in [2] are as follows:

1. Viterbi Path Metric Difference (VPMD) Algorithm: The difference in Viterbi path metrics between the merging paths in the last stage (all zero state when 8 tail bits are used) is computed. The difference is compared to a threshold, (. If it is greater than the threshold the decoding is declared a success otherwise it is declared a failure. In the context of Part I if this method determines a success, it implies that the corresponding SCCH transmissions was intended for the UE and a failure implies that the corresponding SCCH transmission was not intended for it. 

2. Yamamoto-Itoh (YI) Algorithm + Minimum Path Metric Difference (MPMD): The YI algorithm is based on the principle that when two paths merge in the trellis and are close in terms of their path metrics, then selection of one over the other is more prone to error. For additional details see [2], and references therein.  If multiple SCCHs pass the YI algorithm, then a tie-breaking method becomes necessary. MPMD can be used for tie-breaking purposes. The MPMD works as follows. As the Viterbi decoding progresses, for each survivor path retain the minimum (over all previous stages in the trellis for this path) path metric difference value by which it was selected over a merging path. When Viterbi decoding is complete, note this minimum value for the winning path. If multiple SCCHs are declared a success by the YI algorithm, then amongst those SCCHs, select the one with the largest MPMD. This algorithm will also be referred to as the “detection algorithm without parity” in the sequel.
3. Parity bits + YI + MPMD: NP parity bits are first calculated over the 8 information bits of Part I, and then appended to the information bits of Part I. Upon decoding Part I of a SCCH, if either the parity check fails or the YI algorithm fails, then the UE declares that the given SCCH was not intended for it. If one or more SCCH passes both the parity check and the YI algorithm, then the UE uses MPMD to break ties, if any. See[2] for additional details. In the results presented here, we consider the case when NP = 4. This algorithm will also be referred to as the “detection algorithm with parity” in the sequel.
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Figure 1. Performance of different detection algorithms when only 1 SCCH is present. 

Figure 1 above shows the detection probability vs false alarm probability of the 3 different algorithms described above. Note that a false alarm results in an unintended UE buffering Part II and at least part of the HS-DSCH transmission. Eventually, however, the Part II CRC will detect an error with very high probability. Therefore, the main consequence of a false alarm on decoding Part I is false buffering. It is only when, additionally, the Part II CRC fails to detect an error that HARQ buffers can get corrupted. Observe in the figure that when 4 parity bits are included in Part I, then the detection algorithm with parity requires an Ec/Nt of only –19dB to achieve a detection probability of greater than 0.99, and a false alarm probability less than 0.01. By comparison the VPMD algorithm requires an Ec/Nt of –17.5dB and the detection algorithm without parity requires and Ec/Nt of –18.5dB to achieve the same performance. 

However, as pointed out in [2], the VPMD algorithm and the detection algorithm without parity result in poor detection/false alarm performance when multiple SCCHs are received by a UE at different power levels. By comparison, as pointed out in [2], the detection algorithm with parity continues to maintain its performance for a wide range of received power levels. 

3 Schemes with Explicit UE ID in part1

In this section, we compare the performance of the modified TI proposal with another scheme where the number of bits in part1 is only 15. The coding for the modified TI proposal referred to as 18bits-part1-1slot is shown in Figure 2.

Part 1
7 bits CCS + 1 Modulation + 10 UE ID = 18 bits

Part2
7 HARQ control + 6 transport block size + 16 bit UE specific CRC = 29 bits
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Figure 2 HS-SCCH coding for the modified TI scheme (18bits-part1-1slot)

The coding for the scheme with 15-bits in part1 is shown in Figure 3. The part1 consists of 4 bits CCS start + 1 Modulation + 10 UE ID giving a total of 15 information bits. The part 2 consists of 33 bits and carry 4-bits CCS end in addition to 29 bits. With this approach, when the UE sees its UE ID in part1, it would buffer the HS-PDSCH codes starting from the CCS start to within its maximum UE capability. After receiving the part2, UE would know about the exact codes that are allocated for it.

Part 1
4 bits CCS start + 1 Modulation + 10 UE ID = 15 bits

Part2
4 bits CCS end + 7 HARQ control + 6 transport block size + 16 bit UE specific CRC = 33 bits
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Figure 3 HS-SCCH coding for the 15bits-part1-1slot scheme

The overall FER comparison as a function of the received Ec/Nt is given in Figure 4 for the 15-bits-part1 scheme, modified TI scheme (18bits-part1-1slot) and the original TI scheme (18bits-part1-1.2slot). It can be seen that the 15-bit-part1 scheme provides 0.6dB better performance compared to 18bits-part1-1slot scheme. The performance of the 15-bit-part1 scheme is very similar to the original TI proposal. Note that part1 is transmitted over 1-slot in the 15-bit-part1-1slot scheme while in the original TI proposal part1 needs transmission over 1.2-slots.
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Figure 4 Overall (part1 and part2) FER in an AWGN channel

The part1 and part2 FER for the 18bits-part1-1slot and the 15-bit-part1-slot scheme is given in Figure 5 and Figure 6 respectively. It can be seen that the 18bits-part1-1slot scheme results in greater than 1.0dB power imbalance between part1 and part2 while there is practically no power imbalance in the 15-bit-part1-1slot scheme. 
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Figure 5 part1 and part2 FER in an AWGN channel for the 18bits-part1-1slot scheme
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Figure 6 part1 and part2 FER in an AWGN channel for the 15-bit-part1-1slot scheme

4 Discussion and Conclusions

A comparison based on power imbalance and UE processing for the different schemes considered is given Table 1. The power imbalance numbers are such that 1% miss probability (99% detection) and 1% FA (more accurately false buffering) probability requirement is satisfied. Moreover, the HS-SCCH frame error rate is assumed to be 1% or lower. The power imbalance also gives an indication of the overall power required for different schemes because under the assumption of constant HS-SCCH power during a TTI, the power required is driven by part1.

· Acceptable robust performance for the existing HS-SCCH decoding can be achieved by the use of 4 parity bits in Part I. The total number of information bits that need to be processed in part1 is 12 (8 CCS + modulation and 4 parity bits). The part1 needs approximately 1.0dB more power compared to part2.

· A scheme with explicit UE ID and 8 bits CCS + modulation in part1 (18bits-part1-1.2slot scheme) as proposed by TI achieves power balance between part1 and part2. However, the part1 is transmitted over 1.2-slots thus reducing the available processing time for the UE. Moreover, the number of bits that needs to be processed in part1 is 18.

· A modified TI scheme where the part1 is transmitted over 1-lsot (18bits-part1-1slot scheme) introduces more than 1.0dB power imbalance between part1 and part2. The number of bits that needs to be processed in part1 is 18.

· A scheme that splits the CCS bits between part1 and part2 so that the CCS start is available to the UE before the start of the HS-PDSCH and explicit UE ID in part1 (15bits-part1-1slot scheme) achieves power balance between part1 and part2. The total number of bits that need to be processed in part1 is 15.
Table 1 SCCH coding schemes comparison based on power imbalance and UE processing

Scheme
Power imbalance at 1% FER
Available UE processing time
Number of part1 bits to process
Additional processing due to scrambling etc.

Yamamoto-Itoh (YI) algorithm for error detection and 4 parity bits
0.5dB
1 slot
12
Yes

Motorola [4]
2.0dB
1 slot
8
Yes

18bits-part1-1slot
1.2dB
1 slot
18
No

18bits-part1-1.2slot
0.0dB
0.8 slot
18
No

15bits-part1-1slot
0.0dB
1 slot
15
No

In general, part2 needs approximately –19.5dB Ec/Nt. In Motorola’s results, part 1 Eb/No of 7.5dB is considered that is equivalent to –17.55dB Ec/Nt. The Ec/Nt for part 1 in “Yamamoto-Itoh (YI) algorithm for error detection and 4 parity bits” is –19.0dB.

In the light of the above observations, we propose the following as the way forward on HS-SCCH coding:

· Introduce 4 parity bits in part1 to provide robustness in error detection while keeping the scrambling approach described in the specifications. 

· If 12 bit processing with additional scrambling processing in part1 is not acceptable, then consider either the schemes with explicit UE ID in part1 as described above or the scheme with TTI staggering to provide power balance and more UE processing time [3].
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