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1 Introduction

The currently approved HS-SCCH coding scheme proposed in [1] is shown in Figure 1. All UEs try to decode Part I information from all the SCCHs. Part I information, which comprises of channelization code space indication and modulation information is transmitted entirely in Slot 1.  


Figure 1: HS-SCCH coding scheme as proposed in [1] and approved by WG1 # 24.

It has also been proposed that the output from convolutional encoder for Part-1 is scrambled by the UE ID as shown in Figure 2. The UE ID based scrambling sequence is achieved, as proposed in two stages by first coding the 10 bit UE ID using the R99 (32, 10) block code derived from a Reed-Muller sub-code to obtain 32 bits. The remaining 8 bits are obtained by repeating the first 8 bits of the 32-bit result.
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Figure 2: Scrambling with UE specific ID using the Reed Muller codes as proposed in [4].

The decoding process for Part I at the UE comprises of first descrambling with its unique sequence and then passing the Part I bits through the convolutional decoder. This is done for all four possible SCCHs in a TTI. In the absence of a CRC an alternative error detection mechanism is required at the UE to determine which, if any, of the SCCH transmissions were for it. The performance metrics of interest in this context are

1. Probability of Detection: A detection event is when an SCCH transmission was intended for a UE and the UE successfully determines this to be the case and proceeds to decode Part II of that SCCH.   

2. Probability of False Alarm. A false alarm event is when a UE for whom transmission on an SCCH was not intended determines that the transmission was for it and proceeds to decode Part II on that SCCH.

3. Probability of Error: An error event is the case when a successful detection event (as defined in (1) above) is followed by one or more bits in error in either Part I or Part II.

Miss and error events result in lost throughput on the HS-DSCH while a false alarm event results in an unintended UE buffering Part II and at least part of the HS-DSCH transmission. The Part II CRC will detect an error with very high probability. Therefore, the main consequence of a false alarm on decoding Part I is false buffering. It is only when, additionally, the Part II CRC fails to detect an error that HARQ buffers can get corrupted. 

The paper outlines and compares a variety of error detection methods in the absence of a CRC on the above metrics. An alternative design is also evaluated.

2 Decoder Metrics for Error Detection

In the absence of a CRC, several convolutional decoder metrics may be used for error detection. (In this context detecting an error on Part I transmission is of interest). Two hard metrics for error detection are considered here

1. Viterbi Path Metric Difference (VPMD) Algorithm: The difference in Viterbi path metrics between the merging paths in the last stage (all zero state when 8 tail bits are used) is computed. The difference is compared to a threshold, (. If it is greater than the threshold the decoding is declared a success otherwise it is declared a failure. In the context of Part I if this method determines a success, it implies that the corresponding SCCH transmissions was intended for the UE and a failure implies that the corresponding SCCH transmission was not intended for it. 

2. Yamamoto-Itoh (YI) Algorithm: The algorithm works in conjunction with Viterbi decoding of convolutional codes with little processing overhead. It is based on the principle that when two paths merge in the trellis and are close in terms of their path metrics, then selection of one over the other is more prone to error. A detailed description is provided in Appendix B, but a brief outline is as follows. States in the trellis are labelled as “good” or “bad” depending on whether the survivor path at the state is reliable or not.  To begin with all states are labelled “good”. As Viterbi decoding progresses and a survivor path is selected over a merging path at a state, the path metric difference is computed. This difference is compared to a threshold, (. If the difference is within (, then the surviving path is labelled “bad” and otherwise, is labelled “good”. In any subsequent stage in the trellis, if a path labelled “bad” is selected over a merging path, it retains the label “bad” even if the path metric difference exceeded ( at that stage. At the end of Viterbi decoding, the label on the chosen survivor path is checked. If “good” the transmission is a success and if “bad” the transmission is declared a failure. 

In the absence of a CRC, the probability of an undetected error may not be small. When a “success” is determined on more than one SCCH by a UE, a tie-breaking method becomes essential. Decoder soft metrics may be used for this purpose. Some example soft metrics that can be used are

1. Minimum Path Metric Difference (MPMD): As Viterbi decoding progresses, for each survivor path retain minimum (over all previous stages in the trellis for this path) path metric difference value by which it was selected over a merging path. When Viterbi decoding is complete, note this minimum value for the winning path. Generally, larger the minimum value, greater the reliability of the decoding. If multiple SCCHs are declared a success using the hard metric, either VPMD or YI, then amongst those SCCHs, select the one with the largest MPMD.

2. Average Path Metric Difference (APMD): As Viterbi decoding progresses, the average
 path metric difference by which a surviving path was selected over a merging path is retained. As in the MPMD case, the APMD is noted for the selected survivor at the end of Viterbi decoding. When multiple SCCHs pass the hard metric, the one with the larger APMD is selected as the winner.

3. Frequency of Path Metric Difference (FPMD): As Viterbi decoding progresses, for each surviving path, keep track of the number of times a merging path came within a threshold (f. Let us call this value the frequency of path metric difference (FPMD). At the end of Viterbi decoding, note the FPMD value for the eventual surviving path. When multiple SCCHs pass the hard metric, the one with smaller FPMD is selected as the SCCH to be decoded.

For the AWGN cases considered in this paper, the MPMD metric was superior to FPMD and APMD. Hence results are presented with MPMD for breaking ties when multiple SCCHs pass the hard metric.

3 Simulation Results

Simulations assumptions are listed below in Table 1. 

Table 1: Simulation parameters.

PARAMETER
VALUE

Channel Model
AWGN

Number of Info Bits in Part I
8

Number of Tail Bits in Part I
8

Number of Info Bits in Part II
28

Number of Tail Bits in Part II
8

Convolutional Code
Rate 1/3, constraint length 9

Part I duration
1-slot

Part II duration
2-slots

Number of SCCHs
1, 4

Even though a rate ½ coder is used in practice, we expect the conclusions from this work to fully hold in that case as well. 

3.1 Comparison of hard metrics 

The VPMD and YI algorithms are compared in terms of their detection and false alarm probabilities. For the comparison of these two algorithms it is sufficient to consider the case of 1 SCCH only.  The overall FER  (either Part I in error or Part II in error) on the SCCH is shown in Table 2.
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Figure 3: Comparison of the VPMD and YI algorithms for 1 SCCH case.

Table 2: SCCH frame error rate for intended UE.

Ec/Nt in dB
FER on SCCH

-20.0 dB
1.60e-02

-19.5dB
8.50e-03

-19.0dB
3.00e-03

-18.5dB
5.00e-04

From Figure 1 it is clear that using the YI algorithm for error detection leads to superior detection/false alarm performance as compared to using the VPMD algorithm. The gain from using the YI algorithm over the VPMD algorithm is around 0.5 dB. In this example, an Ec/Nt of approximately –18dB is necessary to achieve detection probability better than 0.99 while keeping the false alarm probability to less than 0.01 when the YI algorithm is used. When this result is taken together with the SCCH FER it shows that the error probabilities are very low at Ec/Nt of –18dB. This implies that SCCH performance is limited by detection/false alarm performance rather than by frame error probability. As compared to an FER of 1%, approximately 2 dB extra power on Part I is necessary for obtaining detection probability of 99% and false alarm probability of under 1%.

3.2 Multiple SCCHs and use of a soft metric

In practice, up to 4 SCCHs may be used in a TTI and a UE has to decode Part I of all SCCHs to determine if any of them was intended for itself.  For an intended UE, a detection event is the case when only the SCCH intended for it passes the hard metric. If none of the SCCHs pass the hard metric, it is a miss event. Also, in the absence of a soft metric, a miss event will also correspond to the case when multiple SCCHs pass the hard metric for an intended UE. Figure 4 compares detection/false alarm performance for the case when only the YI algorithm is used to the case when MPMD (soft metric) is used to break ties in conjunction with using the YI algorithm for hard decisions.  

[image: image3.wmf]0.8

0.82

0.84

0.86

0.88

0.9

0.92

0.94

0.96

0.98

1

0

0.02

0.04

0.06

0.08

0.1

False Alarm Probability

Detection Probability

Hard only: Ec/Nt=-17.5dB

Hard+Soft: Ec/Nt=-18dB

 


Figure 4: Effect of using a soft metric for tie-breaking when 4SCCHs are used. In this example all SCCHs are at equal power.

The figure shows that the use of the soft metric to break ties yields approximately 0.5 dB gain in performance over using a hard metric alone (i.e. the YI algorithm). Also, when comparing the hard metric results of Figure 3 and Figure 4, the effect of having 4 SCCHs instead of 1 SCCH is apparent.

3.3 Robustness 

Each SCCH will be power controlled to the corresponding intended UE and therefore will, in general, be transmitted at different powers. The difference in received powers on the 4 SCCHs will affect the detection/false alarm performance. To study the effect on detection probability, we consider SCCH1 to be the desired transmission to a UE and consider the following cases for SCCHs 2-4

a) SCCHs 2-4 are at 3dB higher power compared to SCCH1

b) SCCHs 2-4 are at 3dB lower power compared to SCCH1

c) SCCHs 2-4 are at 6dB higher power compared to SCCH1

d) SCCHs 2-4 are at 6dB lower power compared to SCCH1

Figure 5 compares the detection probability as a function of the power offsets of other SCCHs. As expected,  for negative offset values (corresponding to the cases when SCCHs 2 to 4 are at lower power compared to SCCH 1), the detection probability improves slightly or stays the same.  But for the case when SCCHs 2-4 have higher power compared to SCCH1, the performance degrades. For example, a threshold of 20 yields a detection probability of better than 99% when offset is 0, but the detection probability drops to around 97.5% when offset is 6dB.

Figure 6 shows that the false alarm probability is very sensitive to the powers of the SCCHs.  For a threshold of 20, an unintended UE will have a false alarm with probability of 0.1% when the received Ec/Nt values are –24dB, but the false alarm probability becomes almost 12% when the received Ec/Nt values are around –12dB.
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Figure 5: Effect of relative power of SCCHs on detection probability. SCCH 1 is the “desired” SCCH and is power controlled to Ec/Nt of –18dB. Other SCCHs 2-4 are received at an offset compared to SCCH1 as defined by the abscissa. The thresholds are for the YI algorithm.
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Figure 6: False alarm probability vs. received Ec/Nt on 4 SCCHs. All SCCHs are assumed to be received at equal power given by the Ec/Nt on abscissa.

The robustness study indicates that it is quite difficult to obtain adequate false alarm/detection performance over a wide range of SCCHs received powers. Some robustness may be obtained by normalizing the path metrics of each SCCH by an estimate of the SNR on that SCCH.  While normalization of the path metrics by the received Ec/Nt would improve performance by reducing sensitivity to the received SNR, it is still difficult to jointly meet false alarm and detection probability requirements. Also, in practice, the SNR would have to be estimated at the receiver and this will lead to some degradation in performance.

4 Enhancement to Current Scheme

From the previous section it is clear that an improved approach is needed to yield a robust SCCH transmission scheme with acceptable detection and false alarm probabilities.  An attractive compromise between using a powerful error-detection code such as CRC-12 with no scrambling versus using no CRC and scrambling, is to use NP parity check bits (NP <<12) in conjunction with the scrambling method proposed in [4]-[5]. Note that the parity bits are computed on the 8 information bits of Part I. This will keep the number of bits to be processed for Part I still low enough for UEs to process within a slot while significantly improving the detection and false alarm performance.  The structure of the SCCH would be as shown in Figure 7. 
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Figure 7: Proposed enhancement to SCCH transmitter.

In this contribution, we present results for the case NP = 4, where, for simplicity, each parity is calculated by XORing successive pairs of information bits of Part I. We remark that the performance with some other (8, 12) error-detecting code may indeed be better than that presented in this section.  

At the UE receiver several options exist to determine which SCCH, if any, is intended for it. The results presented here are based on the following detection algorithm; but clearly several other variants are possible.

1. Decode Part I on all SCCHs and check the parity fields. If none pass the parity check, then declare that there is no transmission for the selected UE . If one or more SCCH passes the parity check, go to Step 2.

2. For those SCCHs for which the parity passed, use the YI algorithm to determine which one is intended for the UE. If exactly one passes proceed to decode Part II for that SCCH and start buffering corresponding HS-DSCH codes. If none pass, then declare that there is no transmission for the selected UE. If more than one pass go to Step 3.

3. Use MPMD soft metric to select one SCCH from the set for which Steps 1 and 2 have passed.
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Figure 8. Performance of the detection algorithm for 1 SCCH when 4 parity bits are used in conjuction with the YI algorithm and MPMD. The performance of the detection algorithm without any parity bits, i.e., with only YI and MPMD, is also included for comparison. 

Figure 8 above plots the probability of detection vs. the probability of false alarm when only 1 SCCH is present for the proposed algorithm, which will be referred to as the “detection algorithm with parity” in the sequel. For comparison purposes, we have also included the corresponding performance of the detection algorithm presented in Section 3.2. Recall that this algorithm, which will be hereafter referred to as the “detection algorithm without parity,” uses the YI metric along with MPMD for detection. Note that the detection algorithm with parity requires an Ec/Nt of –19dB to achieve a detection probability greater that 0.99 and a false alarm probability less than 0.01. The detection algorithm without parity, on the other hand, requires an Ec/Nt of close to –18dB to achieve similar performance. Thus, the detection algorithm with parity achieves a 1dB gain over the detection algorithm without parity.

The overall FER  (either Part I in error or Part II in error) on the SCCH for the proposed detection algorithm with 4 parity bits is shown in Table 3. By comparing this with the corresponding numbers in Table 2, we observe that little or no degradation in performance occurs as a result of the introduction of 4 additional parity bits in the proposed detection algorithm with parity.

Table 3. SCCH frame error rate for the detection algorithm with parity for the intended UE.

Ec/Nt in dB
FER on SCCH

-20.0 dB
2.20E-02

-19.5dB
1.15E-02

-19.0dB
4.50E-03

-18.5dB
5.00e-04

4.1 Robustness of proposed algorithm

Recall from Section 3.3 that it is quite difficult to obtain adequate false alarm/detection performance over a wide range of SCCHs received powers for the detection algorithm without parity. In fact, this problem arises because of the high probability of false alarm when the received power levels on the SCCHs that are not being transmitted to the given UE are too high. The inclusion of parity bits in the proposed algorithm helps reduce the probability of false alarm, which, in turn, significantly improves the false/alarm detection performance when multiple SCCHs are received at different power levels by the UE. In this section, we present the performance of the detection algorithm with 4 parity bits when multiple SCCHs are received at different power levels by the UE. 
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Figure 9.  Effect of relative power of SCCHs on detection probability. SCCH 1 is the “desired” SCCH and is power controlled to Ec/Nt of –18dB. The other SCCHs, namely SCCHs 2-4, are received at an offset compared to SCCH 1 as defined by the abscissa.  The performance of the detection algorithms with and without parity is shown.

Figure 9 above shows the performance of the detection algorithms with and without parity when the “desired” SCCH, namely SCCH-1, is power controlled to an Ec/Nt of –18dB. The other SCCHs, namely SCCHs 2-4, are received at a power offset compared to SCCH-1 as defined by the abscissa. Observe that unlike the detection algorithm without parity, the detection algorithm with parity has a detection probability greater than 0.985 even when SCCHs 2-4 are received at a power level 6dB higher than SCCH-1. Furthermore, the detection probability for the algorithm with parity is considerably flatter indicating a relative insensitivity to the power being used on the SCCHs that are not intended for the user.
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Figure 10. False alarm probability vs. received Ec/Nt on 4 SCCHs. All SCCHs are assumed to be received at equal power given by the Ec/Nt on abscissa.

Figure 10 above shows the false alarm probabilities for the two detection algorithms. Observe that the false alarm probabilities are also substantially less sensitive to the Ec/Nt of the SCCHs for the detection algorithm with parity. Also, from Figure 9 and Figure 10, it is clear that, unlike the detection algorithm without parity, a detection probability of better than 0.99 can be achieved for a false alarm probability under 0.04 for a wide range of SCCH SNRs. In fact, for thresholds that result in acceptable detection probabilities, the detection algorithm without parity has a false alarm probabilities as high as 0.4 when the received Ec/Nt is –12dB. By comparison, the detection algorithm with parity has a false alarm probability of 0.1 at the same power level when the threshold equals 8. At lower values of Ec/Nt, the detection algorithm without parity continues to have a false alarm probability significantly higher than that for the detection algorithm with parity.

In conclusion, with 4 parity bits included in Part I, considerable improvement in detection and false alarm probabilities for the SCCH can be achieved. Of course, this results in an increase in the number of bits in Part I. If it is desired to retain the number of bits for Part I as before, then one could make the following modifications

Retain 4 parity bits but reduce the number of Part I tail bits by 4. This will keep the total number of information+tail bits in Part I to be 16 as before. This in conjunction with back-tracing [3] after 1 slot of SCCH has been received results in little or no degradation in detection and false alarm probabilities, as also the overall FER for the SCCH.

5 Conclusion and Recommendation

· The current SCCH design is limited by detection/false alarm performance rather than by Part I/Part II error performance. Approximately 2-3dB additional power is necessary as compared to 1% FER point when only 1 SCCH is active. Additionally, and more importantly, the current design does not provide adequate robustness when multiple SCCHs are received by a UE at different power levels. In particular, we have shown that the false alarm probability is highly dependent on the received Ec/Nt of the different SCCHs.

· Performance of the current scrambling code method is greatly enhanced by introducing some parity check bits for Part I. In particular, we have shown that with 4 parity bits an additional 1 dB of power is required as compared to the 1% FER point when 1 SCCH is present. 

· When an additional 4 parity check bits are introduced in Part I, the robustness of the detection algorithm to different received power levels on multiple SCCHs is greatly improved. 

· The use of 4 parity check bits for Part I only slightly increases the number of bits in Part I. If desired, the number of bits in Part I needs to be kept the same, then the number of tail bits can be reduced to 4 instead of 8. This, in conjunction with back-tracing [3], results in a performance very similar to the case when 8 tail bits are present. 

· The Yamamoto-Itoh (YI) algorithm for error detection is superior to using the Viterbi path metric difference by approximately 1 dB. The YI algorithm may be used in conjunction with the parity check bits to provide additional reliability. Soft metrics based on path metric differences may be used for breaking ties when the hard metrics (parity check and/or YI) pass for more than one SCCH.

Based on the results presented in this document, it is recommended that some parity check bits be introduced in Part I. This, in conjuction with UE specific scrambling, the YI algorithm and MPMD significantly enhances the detection/false alarm probability of the current scrambling technique.
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Appendix A: Description of the Yamamoto-Itoh (YI) Algorithm

The YI algorithm is best explained by considering a simple rate ½, constraint length K=3, convolutional code (Figure 11) whose trellis is plotted in Figure 12. 
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Figure 11: Convolutional encoder for constraint length K=3, rate=1/2.
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Figure 12: Trellis diagram for the convolutional code of Figure 11. The figure is drawn for 7 levels only and assumes that 2 tail bits were used to terminate the trellis.

The description of the YI algorithm is as follows: to start with, at level (K-1), put a label C on all the 
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paths. Then, at each node of level j (j=K, K+1,…), select the path a that has the largest log likelihood (j(a) and the path b that has the next largest log likelihood (j(b) among the merging paths. If path a has a label C at level (j-1) and the difference between (j(a) and (j(b) is greater than or equal to A, a given positive constant, then let path a survive with label C. Otherwise, it survives with label X. Discard paths other than a at that node. (It is important to note that a survivor path at each node is selected by the maximum likelihood decision in exactly the same way as ordinary Viterbi decoding algorithm. The YI algorithm reduces to the ordinary Viterbi decoding algorithm if A is equal to zero.) In Figure 13 assume that paths a, b, c and d are survivors with label C at level j-1. At level j, paths a-e and c-f merge at one node, and paths b-g and d-h merge at another. If 
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then path a-e survives with label C and path b-g survives with label X. At level j+1, paths a-e-s and b-g-t merge. Even if  
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path b-g-t survives with label X, because path b-g already has a label X at level j. The above procedure is continued until the entire frame is decoded. At that point if the survivor path with the best path metric (the chosen path) is labeled X, an erasure is declared. Otherwise, the frame is accepted as being good. The YI algorithm operates on the intuition that the further apart the path metrics being compared at a node (state) are the greater is the confidence in the chosen survivor path.
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Figure 13: Part of a trellis diagram used to illustrate the YI algorithm.
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