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HS-SCCH: Performance results and improved structure  

1.0 Introduction

The HS-SCCH coding scheme proposed in [1] as approved in WG1 # 24 is shown in Figure 1.


Figure 1: HS-SCCH coding scheme as proposed in [1] and approved by WG1 # 24.

The post convolutionally encoded Part-1 is scrambled by the UE ID as shown in Figure 2. The UE ID based scrambling sequence is achieved, as proposed in [2], in two stages by first coding the 10 bit UE ID using the R99 (32, 10) block code derived from a second-order Reed-Muller sub-code to obtain 32 bits. The remaining 8 bits can be obtained by repeating the first 8 bits of the 32 bit result.
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Figure 2: Scrambling with UE specific ID using the second-order Reed Muller codes as proposed in [2].

2.0 Performance of the HS-SCCH

As proposed in [1], after descrambling by the UE with its own ID, the metric difference between the maximum likelihood and second most maximum likelihood path during the Viterbi decoding process forms a reliable basis for the validity of the HS-SCCH. Simulations were done accordingly in AWGN channels to evaluate the performance of the HS-SCCH detection. One of the parameters to be chosen in evaluating HS-SCCH performance is the threshold against which the metric difference should be compared to declare a detection/miss of part 1 of HS-SCCH. Henceforth we denote this threshold as  The Viterbi metric in our simulations was normalized such that its value while matching the maximum likelihood path in noise less situation is (32/sqrt(2) = 22.6). Simulations were run with varying  values. For a given , two types of probabilities of error are simulated for part 1 of the HS-SCCH:

· pm = probability of miss which means that even though one of the 4 HS-SCCH channels corresponds to the desired UE, the wrong HS-SCCH metric crosses .

· pf  = probability of false alarm which means that even though none of the 4 HS-SCCH channels correspond to the desired UE, the metric of one of them crosses .

The pm impacts the throughput, because the UE does not detect that an HS-SCCH that is destined for it. On the other hand pf impacts the power consumption of the UE, because every false alarm implies that the UE has to go through detection of part 2 of HS-SCCH to find out that the HS-SCCH is indeed not addressing that UE. Thus the target operating points for the pm and pf impact the throughput and the standby power consumption of an HSDPA terminal. In [3], in an e-mail over the reflector, LG has proposed that the target operating point for pm should be 10-2. Figure 3 plots the pm and pf performance for the part 1 of HS-SCCH for the different thresholds. Figure 3 also plots the frame error rate performance of part 2 of HS-SCCH.
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Figure 3: Performance of current HS-SCCH coding scheme in terms of pm, pf is shown for the comparison of the difference between the maximum likelihood metric and second most maximum likelihood path during Viterbi decoding to threshold The performance of the frame error rate of part 2 is also shown. 

It can be seen from Figure 3 that the performance of the part 2 is much better than the performance of  the part 1. Hence, another simulation was done wherein the absolute Viterbi metric (as against the difference metric proposed in [1]) is compared against a threshold. The normalization of the Viterbi decoder is again such that its value while matching the maximum likelihood path in noise less situation is (32/sqrt(2) = 22.6). The performance of this scheme is shown in Figure 4.
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Figure 4: Performance of current HS-SCCH coding scheme in terms of pm, pf is shown for the comparison of the absolute maximum likelihood metric during Viterbi decoding to threshold The performance of the frame error rate of part 2 is also shown.

From Figures 3 and 4 we can infer that:

· Picking a threshold which will yield satisfactory performance for part 1, say a low pf and pm of 10-2, we can see that the part 1 needs a much higher Eb/N0 compared to part 2 to achieve this performance. Thus, the performance of part 1 in the current HS-SCCH coding scheme is much worse than the performance of part 2.

Thus, the performances of the current HS-SCCH parts 1 and 2 are not balanced, with part 1 having a much worse performance. 

Similar results are also found in fading channels. Figures 5 and 6 show simulations in block fading channels, wherein the fading remains constant over a single block of HS-SCCH but changes from one block to another.
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Figure 5: Performance of current HS-SCCH coding scheme in block  fading channels in terms of pm, pf is shown for the comparison of the difference between the maximum likelihood metric and second most maximum likelihood path during Viterbi decoding to threshold The performance of the frame error rate of part 2 is also shown.
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Figure 6: Performance of current HS-SCCH coding scheme in block fading channels in terms of pm, pf is shown for the comparison of the absolute maximum likelihood metric during Viterbi decoding to threshold The performance of the frame error rate of part 2 is also shown.
In the next section we propose a simple modification to the part 1 coding structure which will yield significantly better performance. 

3.0 Proposed structure of HS-SCCH

We propose that the 10-bit UEID be made a part of the payload of part 1 and no UEID masking be done for part 1. The structure of HS-SCCH for parts 1 and 2 is shown in Figure 7.


Figure7: The new proposed structure of HS-SCCH is shown. The part 1 consists of (CCS + MOD + UEID = 18 bits) which are rate ½ convolutionally coded to 52 bits and then rate matched to 48 bits. The part 2 is rate ½ coded to 74 bits with rate matching to 72 bits.

As shown in Figure 7, in the proposed HS-SCCH structure, the UEID is made part of the payload for part 1. This implies that the total payload of part 1 is 8 (CCS + MOD) + 10 (UEID) = 18 bits total. With the 8 tail bits, this is then rate ½ convolutionally coded to 52 bits and then rate matched to 48 bits. The receiver structure now consists of 4 Viterbi decoders for the 4 HS-SCCH channels and that HS-SCCH channel is picked whose UEID in the payload of part 1 matches the desired user’s UEID. A block diagram of the receiver structure is shown in Figure 8.


Figure 8: Block diagram of the receiver structure for the proposed HS-SCCH is shown.

The total length of part 1 in the proposed HS-SCCH structure is 48 bits, which is slightly longer than the current HS-SCCH length of 40 bits at a slot boundary. However, the extra bits should not add significant delay and the delay requirement that part 1 be decoded before the arrival of DSCH data at slot 3 should be met. 

The performance of the proposed HS-SCCH in terms of pm and pf is shown in Figure 9. The 4 UEID’s for the simulations were generated randomly for each simulation run. Figure 9 also shows the performance of HS-SCCH where in the most pessimistic case, the 3 UEID’s are separated from the desired 4th UEID by only 1 bit. The 4th UEID is generated randomly at each simulation run. 

It can be seen from Figure 9 that the pm of part 1 is similar to the frame error rate of part 2. Similarly, the pf for part 1 is very low, as may be expected, because it is highly improbable that a random UEID will match to a desired UEID. Similarly, comparing the pm and p​f performance of the proposed scheme with the Figures 3 and 4 of the current HS-SCCH scheme, we can see that the proposed scheme has much better performance. For a desired pm and pf of about 10-2, the proposed HS-SCCH scheme is better by about 3 to 4 dB compared to the current HS-SCCH coding scheme. 
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Figure 9: Performance of proposed HS-SCCH coding scheme in terms of pm, pf is shown for random UEID selection and the pessimistic case when the UEID’s are separated by only 1 bit from the desired UEIDThe performance of the frame error rate of part 2 is also shown.
Similar results in block fading channels are shown in Figure 10.
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Figure 10: Performance of proposed HS-SCCH coding scheme in terms of pm, pf is shown for random UEID selection and the pessimistic case when the UEID’s are separated by only 1 bit from the desired UEIDThe performance of the frame error rate of part 2 is also shown.
4.0 Conclusions and proposal

In this contribution we have shown that the performance of the part 1 of the current HS-SCCH coding structure in terms of probability of miss pm and probability of false alarm pf is much worse compared to the part 2 of the HS-SCCH. We propose a new structure for HS-SCCH which still complies with the overall frame format for HS-SCCH agreed in WG1 # 24, while having 3 to 4 dB better performance for part 1 for a target p​m, pf of 10-2. The total length of part 1 in the proposed HS-SCCH structure is 48 bits, which is slightly longer than the current HS-SCCH length of 40 bits at a slot boundary. However, the extra bits should not add significant delay and the requirement that part 1 be decoded before the arrival of DSCH data at slot 3 should be met. 

Hence, we propose that the new HS-SCCH structure in Figure 7 be adopted for HSDPA.
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