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Enhancement of IR for HSDPA

1.0 Introduction

The two stage rate matching is the agreed upon IR scheme for HS-DSCH.  It uses two stages of rate matching where the first stage is used to match the amount of coded bits to the UE buffering capability and the second stage is used to generate the different redundancy versions.  It may be noted that the first stage will be bypassed in case the UE has full buffering capability.  In this scheme orthogonal re-transmissions are not guaranteed and as such the performance of this scheme can be as much as 0.5-1dB inferior to that of the optimal method.  However, in past RAN1 meetings it was argued the current scheme is totally backward compatible with Release-99 and as such was adopted as the preferred scheme by consensus.

However, as the details of the scheme have emerged in the subsequent meetings it has become clear that this method has not been fully thought out and as such has been subject to major revisions.  In this paper, an enhancement to the current scheme is proposed and compared with an efficient approach, which has less complexity and offers superior performance.

2.0 Enhancement of the two-stage rate-matching scheme

The 3GPP HARQ scheme for HS-DSCH is shown in Figure 1.  This scheme is based on the rate-matching algorithm defined in [1].  The First Rate Matching block is used to adjust the number of available coded bits at the Node-B to the UE’s buffer size.  The Second Rate Matching block is then used to rate-match and select the set of coded bits for transmission, given the redundancy version selected.  Subsequently, these bits are mapped based on priority via the Bit Distribution unit, and interleaved via one or more R99 interleavers based on the modulation level.

[image: image1.png]First
Rate Matching

Secoad
Rate Matching

Bit Priority Mapper

and Interleaver

sve ;

Virtual ] H — |

Turbo gac | £ ! L |
M = mirzz| EE) Taely

@ - un : = ‘

£z Butter H ] B (32x30)

7 : N e

Recundancy | booel Taele [-d

Version | T o] |

ctector | i i





Figure 1. Current IR Scheme for HS-DSCH
In a scheme without the Bit Distribution unit the systematic bits followed by the parity bits are read into the channel interleaver in a serial fashion. In this case, the resulting QPSK or 16-QAM symbols will comprise mostly of systematic bits and /or parity bits.  This scheme will not work efficiently (for 16 QAM) since a symbol does not have a mix of systematic and parity bits.  In order to overcome this problem, a symbol should comprise of a proportional number of parity and systematic bits.  As such, an intermediate stage called the Bit Distribution unit has to be introduced to perform this multiplexing of the systematic and parity bits according to some rule followed by the channel interleaver.  The Bit Distribution unit can be similar to the Virtual Bit Priority Mapper described in the next section.

3.0 A simpler IR/BPM scheme

A block diagram illustrating the functionality of the simpler scheme is shown in Figure 2.  It consists of a slightly modified R’99 interleaver, a redundancy version (RV) selector, and a Virtual Bit Priority Mapper. The HARQ functionality is implemented by the block-interleaver and the redundancy version selector.
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Figure 2. Simpler IR/BPM Scheme

Block Interleaver
The encoder used here is the rate-1/3 Turbo encoder specified in [1].  The un-punctured codeword bits are separated into a “Systematic” and a “Parity” stream denoted by 
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 block matrix interleaver while the tail bits are buffered separately and are later appended onto the unpunctured instantaneous codeword
. Thus the 12 buffered tail bits are always transmitted.  As an example, if the first transmission is at R=3/4 and the number of information bits is 600, then 600 systematic, 188 parity are read from the Systematic and Parity interleaver respectively into the Virtual Bit Priority Mapper. Finally the the 12 tail bits are read.  Consecutive systematic codeword bits and parity codeword bits are read into a systematic and a parity interleaver for each code block as shown below in Figure 6. The number of columns in each interleaver, 
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 is variable (dependent on the number of information bits 
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) and is determined in exactly the same manner as the turbo code internal interleaver defined for Release ’99 in step 2 of section 4.2.3.2.3.1 of 25.212.

Data is read row-wise into each interleaver, with dummy bits padded if 
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. This is identical to the procedure used for the Release ’99 second interleaver and results in the pattern shown below in Figure 3. 
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Figure 3 Reading in of data with 
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To facilitate flexibility in supporting variable coding rates, both columns and rows are permuted prior to reading out of the block matrix contents. The column permutation proposed for both the systematic and parity interleavers is the same as that defined in the R’99 interleaver. The row permutation proposed for both the systematic and parity interleaver, isderived directly from the intra-row permutations of the Release ’99 Turbo code internal interleaver and is included in the Appendix. Elements of the interleaved matrix are denoted 
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and are ordered as shown below in Figure 4.
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Figure 4 Interleaved Data

In the case of the Parity interleaver the maximum number of columns that can be transmitted 
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denote the total number of Soft Metric Locations (SML’s) provisioned at the UE, 
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denote the number of tail bits per code block and 
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and the corresponding interleaved data available for transmission taking the form;
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Figure 5 Interleaver data available for transmission

where 
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After row and column permutation and calculating 
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, the desired number of codeword bits can then be read out in columnwise fashion. As in the case of the second Release ’99 interleaver the output is pruned by deleting dummy bits (before entering the Bit Proprity Mapper) that were padded to the input of the interleaver.
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Figure 6 Reference Channel Coding Chain for HSDPA

Redundancy Version Selector
The redundancy version selector determines the subset of systematic and parity bits to be transmitted over the air.  A salient feature of this proposal is that the selector does not suggest a particular order of transmission.  Using this simple approach the selected redundancy version sequence may be chosen to support Chase, partial and full IR schemes.  In order to support different redundancy versions, any column may be assigned as a starting point at which to commence reading. Each redundancy version 
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giving four unique starting columns evenly spaced throughout the lowest code rate supported by the mobile. Coded bits are read from the selected starting columns columnwise either in increasing  ( 
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As an example, consider the case shown in Figure 7, where the encoded message consists of 720 bits with the UE able to support the full rate 1/3 code ( 
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Figure 7 Redundancy Versions for rate 1/3

Virtual Bit Priority Mapper
Priority bit mapping is based on utilizing the differing bit reliability offered by higher order constellations (16-QAM or higher).   Since the systematic portions of a codeword are of greater importance to decoder performance than the parity portions, they should be placed in positions of high reliability when higher order constellation is used.  Since channel interleaving has already implicitly been performed, codeword bits can be read directly from the Systematic and Parity puncturing block interleavers, to form the desired 16QAM symbol in a simple and straightforward manner.


4.0 Numerical Results

The effective code rate defined as ni/ni+np where ni is the number of information bits and np is the number of unique parity bits, after the second transmission is plotted as a function of the initial code rate for the above two schemes [assuming full buffering] is plotted in Figure 8.  The optimality of the interleaving based approach is evident from Figure 8.  Simulation results provided in this paper were obtained using a symbol-level simulator for HSDPA. The results presented here assume ideal channel estimation and 16-QAM modulation.  Figure 9 to Figure 11 compares the spectral efficiency of the proposed scheme to the current 3GPP scheme  for a Rayleigh channel at 3 km/h and 120 km/h with a maximum of 4 re-transmissions, a turbo codeword size of 1,920 bits and message size of 960 and 1440 bits using QPSK/16-QAM modulation.  Not only is the proposed scheme simpler and more flexible but it also outperforms the 3GPP scheme by approximately 0.5 dB in all the cases.  The “s” and “r” parameters using R=1/2 and R=3/4 codes for the 3GPP scheme is shown in Table 1 and Table 2 respectively.

Table 1. Parmeters for R=1/2 codes

	Transmission
	s
	r

	1
	1
	0

	2
	0
	1

	3
	1
	0

	4
	0
	1


Table 2. Parametrs for R=3/4 code

	Transmission
	s
	r

	1
	1
	0

	2
	0
	0

	3
	0
	1

	4
	1
	1
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Figure 8. Effective Code Rate Comparison
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Figure 9.  Spectral Efficiency for N=960, R=1/2, QPSK, Fading (3 km/h).
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Figure 10. Spectral Efficiency for N=1440, R=3/4, QPSK, Fading (3 km/h).
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Figure 11. Spectral Efficiency for N=1440, R=3/4, 16-QAM, Fading (120 km/h).

5.0 Comparison to two-stage rate matching scheme

The proposed scheme is simpler than the agreed upon 3GPP IR scheme for the following reasons.  First, the systematic and parity interleavers in Figure 2 are analogous to the second rate-matching block combined with the R99 interleavers in that they interleave as well as rate match. Second, it has been shown to offer the same or better performance for all transmissions. Third, in the current 3GPP IR scheme, the rate-matching patterns must be determined for every redundancy version selected, whereas in the proposed scheme only the index of the starting location is needed.  Fourth, for full IR in the 3GPP scheme, not all re-transmissions are guaranteed to have unique bits due to the rate-matching algorithm, which not only degrades incremental redundancy performance but also negatively impacts the performance of SMP.

6.0 Conclusions.

In summary, in the proposed scheme a single set of backwards-compatible interleavers serve as a simple approach for RV selection, symbol mapping, constellation re-arrangement etc. and results in superior performance.  In view of the above, the proposed scheme offers significant advantages over the current working assumption.  The text proposal for the block interleaver based scheme is given in a companion contribution. 
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7.0 Appendix

7.1 Row Permutation

1. Select a primitive root 
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 from table 2 in section 4.2.3.2.3.1 in [1] which is indicated on the right side of the prime number 
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 Perform the row permutation for the 
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 is the original row position of the j-th permuted row of the i-th interleaver.
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 is the original row position of the j-th permuted row of the i-th interleaver.
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 is the original row position of the j-th permuted row of the i-th interleaver.
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� Where the “instantaneous codeword” is the codeword transmitted in a specific TTI 
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