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1. Introduction

In the last RAN WG1 meeting constellation rearrangement (CoRe) has been identified as a potential enhance​ment technique which provides significant additional gain with reasonable complexity increase [1, 2]. This paper considers the performance of a combination of the current HARQ functionality with CoRe based on the assump​tion that only 2 bit signalling is available in total. Additionally, the effect of UE soft combining buffer limitation is considered.

Simulations show that depending on the puncturing rate in the second rate matching stage, different combinations of Par​tial IR, Full IR, eini variation and CoRe show the best performance. Therefore an improved scheme is proposed, which selects only the best combinations of these techniques and therefore allows to accommodate the entire signalling for HARQ functionality and CoRe within the two-bit redundancy version (RV) parameter signalling.

2. Combination of the HSDPA HARQ Functionality and Constellation Rearrangement

Fig. 1 shows the transport channel coding structure for HS-DSCH as proposed in [3]. In addition to the corre​sponding figure in the technical report [4] a bit rearrangement unit has been appended. This unit performs constellation rearrangement, i.e., it averages the reliability of bits after retransmissions. Its main application area are retransmissions with identical or nearly identical content, like Chase Combining, or Partial IR retransmis​sions with few incremental parity bits. CoRe is only effective for 16-QAM, it is useless for QPSK. The bit rear​rangement depends on the so-called bitmapping parameter b as shown in Table 1. A maximum of two bits are required to signal all four cases [3]. 

Table 1: CoRe bit rearrangement parameter b

Bit rearrangement parameter b
Output bit sequence
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Fig. 1: Transport Channel Coding Structure for HS-DSCH 

Fig. 2 is taken from [4] and shows details of the physical layer HARQ functionality. The first parameter s is used to distinguish transmissions of self-decodable  (s = 1) and non self-decodable type (s = 0). A maximum of one bit is required. The second RV parameter r performs eini variation. In general, not more than four different eini values, i.e. two bits, are required. 
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Figure 2. Physical layer HARQ functionality

Full IR has been shown to outperform Partial IR for initial high code rates, since it allows to reduce the effective code rate after retransmissions more rapidly. For medium or low code rates, however, also Partial IR allows to trans​mit all or the majority of available parity bits within two transmissions and thus performs similar to Full IR, while preserving self-decodability. Partial IR is implemented by using self-decodable transmissions and eini variation. Furthermore eini variation allows to improve the performance in case of repetition (code rate R < 1/3). 

Table 2 summarises the different parameters required for the HSDPA functionality and CoRe. In total 5 signal​ling bits would be required if all possible combinations should be allowed. The following simulations investigate the best combinations for different puncturing rates and recommend an improved allocation of signal​ling space to the different techniques.

Table 2: HARQ and CoRe signalling parameters
parameter
max. no. of bits
functionality

s
1
self-decodable / non self-decodable type transmission

r
2
eini variation, selection of different parity bits for IR

b
2
constellation rearrangement, average bit reliability

3. Investigated Cases and Puncturing Rates in 2nd Rate Matching

Different combinations of HARQ and CoRe are investigated under the constraint of using two bit signalling at most, as shown in Table 3. All Schemes distribute the two bits signalling for the RV parameter differently over the required parameter s, r and b. The combination of Full IR and Constellation Rearrangement has also been investigated. However, since it performs similar or worse than Scheme 3 it is not shown in the subsequent tables and graphs. Since the performance of the initial transmission is identical for all Schemes, the performance after two transmissions is the most important optimisation criterion. For the QPSK simulations we used the R99 interleaving scheme and for 16-QAM a 30x64 block interleaver in order to avoid the clustering effect. However for AWGN the interleaver is not as crucial as for fading simulations.

Table 3: Investigated Schemes and number of bits allocated to the parameters s, r and b

Scheme
Description
RV bit allocation



s
r
b

1
Partial IR (only self-decodable transmissions)
0
2
0

2
Chase Combining and Constellation Rearrangement
0
0
2

3
Full IR with eini variation
1
1
0

4
Partial IR and Constellation Rearrangement
0
1
1

Two principal cases are distinguished: 

· no UE buffer limitations: the resources allocated to the UE allow to accommodate all coded bits, i.e. the first rate matching stage is transparent and Chase Combining is never necessary,

· UE buffer limitations: the resources allocated to the UE are such that the number of channel bits for 16-QAM correspond to the number of bits available in the UE soft combining buffer, i.e. Chase Combining is used. 

To facilitate comparison one code is used for all simulations, i.e. a virtual maximum of 1920 bits UE buffer is assumed for the UE buffer limited case. Table 4 shows the corresponding number of bits before and after turbo coding, as well as after first and second rate matching. The corresponding puncturing rates are given in parentheses. Both cases are identical for QPSK, R = 1/4 and R = 1/2. For QPSK, R = 3/4 a part of the bits (11%) need to be punctured already in the 1st rate matching stage for the UE buffer limited case. For the 16-QAM MCS levels the UE buffer limited case allows only Chase Combining, and all necessary puncturing takes place in the 1st rate matching stage.

Table 4: Number of bits and puncturing rates with and without UE buffer limitations



MCS level



16-QAM, R = 3/4
16-QAM, R = 1/2
QPSK,
R = 3/4
QPSK, 
R = 1/2
QPSK, 
R = 1/4

no 
UE buffer
limitations
systematic bits
1440
960
720
480
240


encoded bits
4320
2880
2160
1440
720


after 1st RM
4320 (0%)
2880 (0%)
2160 (0%)
1440 (0%)
720 (0%)


after 2nd RM
1920 (56%)
1920 (33%)
960 (56%)
960 (33%)
960 (-33%)

UE buffer limitations
systematic bits
1440
960
720
480
240


encoded bits
4320
2880
2160
1440
720


after 1st RM
1920 (56%)
1920 (33%)
1920 (11%)
1440 (0%)
720 (0%)


after 2nd RM
1920 (0%)
1920 (0%)
960 (50%)
960 (33%)
960 (-33%)

In general, IR gain increases with increasing difference between the transmitted bits, while CoRe works better with increasing similarity. Therefore the main application areas of the above techniques are different. As a measure for the simi​larity between different transmissions the puncturing rate P in the 2nd rate matching stage is used. The puncturing rate P is defined by:
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and thus known, both, at UE and Node B. Negative values of P correspond to repetition. Assuming, e.g., no UE soft buffer limitation (i.e. 1st rate matching stage is transparent), puncturing rate P and code rate R (which we define as the ratio of bits in the systematic bitstream to the total number of channel bits) are related by
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Thus for a transparent 1st rate matching stage, the code rates R of 3/4, 1/2, and 1/4 correspond to puncturing rates of 56%, 33%, and -33%, respectively. Note, however, that for UE soft combining buffer limitations, different puncturing rates apply (see bold figures in Table 4).

4. Results

4.1. 16-QAM

The performance of 16-QAM after two transmissions without UE buffer limitations in AWGN is depicted in Fig. 3 for R = 3/4 (P = 56%) and in Fig. 4 for R = 1/2 (P = 33%), respectively. For R = 3/4 the 10%-FER performance varies over 1.3 dB between the different schemes. Scheme 3 (Full and Partial IR) performs best. For R = 1/2, the performance differences are much smaller, this time Scheme 4 (Partial IR and CoRe) outperforms the others by around 0.4 dB. This ranking has been confirmed also by simulations for three and four transmissions.
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Figure 3: Comparison for 16-QAM, R = 3/4, no UE buffer limitations, two transmissions, AWGN
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Figure 4: Comparison for 16-QAM, R = 1/2, no UE buffer limitations, two transmissions, AWGN

In Fig. 5 and 6, the 16-QAM MCS levels are simulated for the case of UE buffer limitations, i.e. only Chase Combining (P = 0%) is performed by Schemes 1 and 3. Obviously, CoRe used by Schemes 2 and 4 provides about 0.9 dB performance enhancement for R =3/4 and 0.7 dB for R = 1/2 after two transmissions. For three and more transmissions, Scheme 2 performs best, since it allocates two bits for signalling of CoRe. It then outperforms  Scheme 4 (which allocates only one bit signalling to CoRe) by 0.6 dB to 0.9 dB for R = 3/4 and by 0.3 dB to 0.4 dB for R = 1/2. Thus Scheme 2 is the preferred one for this case of UE buffer limitations.
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Figure 5: Comparison for 16-QAM, R = 3/4, with UE buffer limitations,
two (solid lines), three (dotted lines) and four (dashed lines) transmissions, AWGN
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Figure 6: Comparison for 16-QAM, R = 1/2, with UE buffer limitations,
two (solid lines), three (dotted lines) and four (dashed lines) transmissions, AWGN

Note, that for identical code rates of R = 3/4 Scheme 2 performs best in the UE buffer limited case, while Scheme 3 is superior without buffer limitations. Hence, it can be concluded, that the best HARQ scheme cannot be selected simply based on the MCS level. A more appropriate criteria is indeed the puncturing rate in the second rate matching stage, since it is a criterion for the maximum available gain by incremental redundancy. 

Table 5 lists the performance gain with respect to Scheme 1 (Partial IR) at 10% FER after 2 transmissions for 16-QAM, AWGN and different puncturing rates. Note, that the 1st rate matching stage has been assumed to be transparent and the number of channel bits has been kept constant while the number of systematic bits has been changed to yield the respective puncturing rate. The notation {a, b, c, d} in the following tables indicates that the corresponding parameter is set to value a in the first, to b in the second, to c in the third and to d in the fourth transmission, respectively. For each puncturing rate, the best results are depicted with grey-shaded background. 

Table 5: Performance gain (relative to Scheme 1) at 10% FER for different Schemes 
after 2 transmissions for 16-QAM and varying puncturing rate, no UE buffer limitations



Scheme 1
Scheme 2
Scheme 3
Scheme 4


Parameter
Partial IR
Chase + CoRe
Full IR + Partial IR 
Partial IR + CoRe 

self-decodability
s
–
–
{1, 0}
–

eini variation
r
{0, 1}
–
{0, 1}
{0, 1}

CoRe
b
–
{0, 1}
–
{0, 1}

PuncturingRate P in 2nd RM
performance gain in dB

60 %
0.0
0.0
1.8
0.7

56 %
0.0
0.2
1.4
0.8

50 %
0.0
0.3
0.6
0.7

40 %
0.0
0.0
0.3
0.5

33 %
0.0
0.1
0.1
0.5

30 %
0.0
0.0
0.0
0.4

20 %
0.0
0.2
0.0
0.4

10 %
0.0
0.4
0.0
0.4

0 %
0.0
0.5

0.0
0.5

-20 %
0.0
0.5
–
0.5

-40 %
0.0
0.3
–
0.4

For puncturing rates P > 50%, Scheme 3 performs best, while for medium puncturing rates Scheme 4 is the best choice. For –20% ( P < 20% Scheme 2 performs similar than Scheme 4 and the performance after more than two transmission becomes important. As already shown above, Scheme 2 allows to signal four different bit rearrangement versions of CoRe and performs best for three and more transmissions (cf. Fig. 5 and 6).

The results indicate that the combination of the CoRe technique with the agreed HARQ functionality provides additional gain, and that a sharing of the two RV signalling bits between the three parameters s, r and b is feasi​ble. In particular for the important case of UE buffer limitations, CoRe is the only means to enhance link-level performance. After two transmissions or more, the additional performance gain due to the improved signalling bit alloca​tion and CoRe is up to 0.9 dB, depending on puncturing rate P.
4.2. QPSK

Both bits of a QPSK symbol have the same reliability and obviously CoRe makes no sense. Hence, Schemes 2 and 4 need not be considered further. However, the allocation of the RV signalling bits between the parameters s and r need to be investigated. Fig. 7 to 9 show comparisons of the remaining Schemes without UE buffer limitations in AWGN for two, three and four transmissions and code rates of 3/4, 1/2 and 1/4, respectively. For R = 3/4 the differences between the schemes are most distinct and Scheme 3 performs significantly better than the others. For R = 1/2 and 1/4 Scheme 1 is the best choice.
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Figure 7: Comparison for QPSK, R = 3/4, no UE buffer limitations, two, three and four transm., AWGN
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Figure 8: Comparison for QPSK, R = 1/2, no UE buffer limitations, two, three and four transm., AWGN
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Figure 9: Comparison for QPSK, R = 1/4, no UE buffer limitations, two, three and four transm., AWGN

Buffer limitations occur only for for QPSK, R = 3/4. Fig. 10 shows the impact of UE buffer limitations on Scheme 3, which is the preferred one. In this MCS level the impact of UE buffer limitations is no longer severe: in case of UE buffer limitations the puncturing rate in the 2nd rate matching stage is P = 50% and only slightly different to the case without UE buffer limitations (P = 56%). As a result also the performance degradation remains below 0.2 dB. 
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Figure 10: Comparison for Scheme 3, QPSK, R = 3/4, with and without UE buffer limitations, 
two, three and four transm., AWGN

A detailed evaluation for varying puncturing rates is given in Table 6. It can be seen that the Scheme 3 is superior for P > 33% and Scheme 1 otherwise. The additional gain due to improved signalling bit allocation is in the range of up to 0.2 dB and occurs after three transmissions or more.

Table 6: Performance gain (relative to Scheme 1) at 10% FER after 2, 3, and 4 transmissions
for QPSK and varying code rate. no UE buffer limitations



Scheme 1
Scheme 3


Parameter
Partial IR
Full IR + Partial IR

self-decodability
s
–
{1, 0, 1, 0}

eini variation
r
{0, 1, 2, 3}
{0, 1, 1, 0}

CoRe
b
–
–


Ior/Ioc in dB

Puncturing Rate P in 2nd RM
no. of transm.
no. of transm.


2
3
4
2
3
4

60 %
0.0
0.0
0.0
1.2
1.0
1.1

56 %
0.0
0.0
0.0
0.7
0.5
0.6

40 %
0.0
0.0
0.0
0.0
0.2
0.1

33 %
0.0
0.0
0.0
-0.3
-0.0
-0.1

20 %
0.0
0.0
0.0
-0.2
-0.2
-0.1

0 %
0.0
0.0
0.0
0.0
0.0
0.0

-33 %
0.0
0.0
0.0
0.0
-0.2
0.0

5. Signalling of RV parameter

Based on the results of the previous sections the combination of CoRe and the HSDPA HARQ functionality is advantageous and provides gains of up to 0.5 dB. Furthermore a sharing of the two bits RV parameter signalling amongst the required parameters s, r and b is feasible. An improved RV parameter signalling procedure is pro​posed as follows: According to the instantaneous puncturing rate of the 2nd rate matching stage, the allocation of bits to the parameter s, r and b is chosen as shown in Table 7. If for example the number of channelization codes or the modulation scheme changes between initial and retransmission the puncturing rate and thus the interpretation of the two signalling bits may be different for the first and second transmission.

Table 7: Proposed number of signalling bits allocated to different IR and bit mapping techniques

modulation
puncturing rate P
self-decodablility s
eini variation r
CoRe b

QPSK
P ( 33%
0
2
0


33% < P
1
1
0

16-QAM
P < -20%
0
1
1


-20% ( P (10%
0
0
2


10% < P ( 50%
0
1
1


50% < P
1
1
0

6. Conclusion 

We propose to include Constellation Rearrangement in the HSDPA channel coding scheme as detailed in [3] and to use an improved RV parameter signalling scheme. This scheme allocates the available bits differently to the HARQ parameters s, r and the Constellation rearrangement b according to the puncturing rate in the second rate match​ing stage. It therefore allows to accommodate the entire signalling within the two-bit RV parameter and offers additional gains of up to 0.5 dB.
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� Note, that the gain for P = 0% in Table 5 is obtained using 640 systematic bits, whereas in Fig. 5 and Fig. 6 1440 and 960 systematic bits are used, respectively. Therefore different gains are obtained. The relative ranking of the different schemes, however, remains unchanged.
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