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1. Introduction
In [1], decentralized control method for Node B synchronization has been proposed to avoid the high blanking rate and reduce the measurement number to guarantee the high-accuracy required Node B synchronization cases. This document addresses the some potential facts to be occurred in employing decentralized control method for Node B synchronizations.

2. Comments on Decentralized Control
2.1 More external timing references are required
In de-centralized approach, each slave Node B has only one ‘Master’ Node B. It was mentioned that in [1], to reduce the accumulative error due to iterative synchronization of several Slave Node B in reference to a single master Node B, But, it was also described that no more than 3 hops to a master Node B is not allowed to prevent unavoidable error propagation. Hence, in order to satisfy this requirement for reliable synchronization, under the special configuations such as decentralized control, RNS is divided into many small sub-portion, and then it is needed that at least one Node B which is connected with external timing reference like GPS in every portion. 
Compared with centralized approach, more Node Bs with external timing reference are required in de-centralized approach in order to preserve some special synchronization accuracy . In an extreme scenario, if each Node B will connect one external timing reference, this results that the required measurement can be reduced to 0. 
Hence, more external timing references are needed in terms of reliable Node B synchronization operation. This may be some kind of  a overload in operator’s point of view. In other words, the benefit of reducing the required measurement in decentralized control can be obtained by employing more external timing reference, such GPS.

2.2 More hardware complexity on Node B side

Compared with centralized approach, the de-centralized approach seems to require more hardware complexity in Node B side.

First, Node B needs much more memory for storing the temporal measurement value and additional calculating operation, which was performed in RNC side in centralized control, in the process of operating the self-adjustment between pre-determined corresponding Node Bs. 
Second, Node B calculates the timing offset by itself according to the multiple receiving timing of the cell sync burst and distance between Tx and Rx Node B. Of course, Node B needs more powerful ability of calculation. This can also lead to the increasing complexity of the Node B. 

2.3 Multilple timing average is not enough.

In centralized approach, each Node B needs to detect the DwPCH from all neighboring cells. Then RNC can obtain many ‘virtual’ paths from this Node B to the timing reference Node B. For each path, RNC can calculate a timing offset value between this Node B and the timing reference Node B. Then, RNC can get the average timing offset. That is called as ‘space averaging’ in offline discussion [2]. However, in de-centralized approach, one Node B just detects the cell sync burst from its master Node B. Node B only obtains the average timing offset through the multi-measurement value. This is called as ‘time averaging’ in [2]. In most scenarios, there is no LOS message between two neighboring Node Bs. For example, it can be possible that all received cell sync signal are reflected from one high and big building or abruptly occurred obstacles between Tx and Rx Node Bs, and then the Rx Node B will get the multiple unreliable value in each measurement.
This error seems to be a fixed error, not a random error.  The averaging operation of this multiple values with fixed error seems to be no meaningful operation in terms of accuracy aspects of Node B sync. This kind of fixed error cannot be avoided if we rely on only time-averaging measuremnent value for timing correction between two Node Bs. However, it can be resolved by employing “space averaging” because of the accumulation of reliable measurement from all possible direction in the case of centralized control.
3. Conclusion 

Based on the comments in previous sections, it seems that there still exists some potential problems for the reliable operation of Node B synchronization. We conclude that more investigation and appropriate conterplans for possible problems on employing the decentralized control methon are needed to include as an optional feature in Rel.5 Node B sync.
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