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1. Introduction 

During the last discussion about HSDPA, a several coding scheme for CQI field were proposed. Among these coding schemes, there are two schemes that reuse the block coding scheme existing in the current specification [1,2]. In [1],  the proposed coding scheme considered the bitwise unequal error probablility. In this contribution, we present the analysis about this coding scheme and performance comparison bwtween two coding schemes. 

2  proposed Coding schemes

2.1 Coding scheme based on (16,5) block code with bitwise unequal error probability
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In this section, we summarize the coding scheme with bitwise unequal error probability proposed in [1]. The generating matrix of this coding shceme is as follows.


[image: image18.bmp]
In this generating matrix, the first 16 columns mean the generating matrix of the (16,5) Bi-orthgonal code, which is existing in the current specification for TFCI coding in the split mode. For 20 outputted coded symbols, this coding scheme is made by attach the shadowing part after (16,5) Bi-orthogonal code. When we look at this shadowing part, this part means that  4th bit is repeated once and  and  5th bit is repeated  3 times to get the higher reliability of MSB part. By the way this coding scheme has minimum distance of 8. (Meanwhile, the optimum bound of the minimum distance of (20,5) coding is 9)

2.2 Coding scheme based on (32,5) block code

In this section, we summarize the coding scheme based on (32,5) block code[2]. This coding scheme is shown in the following figure1.
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Fig 1. Coding scheme based on (32,5) coding

In this coding scheme, (32,5) coding scheme is used for TFCI Coding with 5 TFCI bits in the current coding scheme. Especially, this coding scheme is the optimal coding scheme as (20,5) coding scheme which has minimum distance of  9. 

3 Comparison between two coding scheme

In this section, the performances of two coding schemes are compared. First, the block error rate and bit error rate in AWGN Channel for each coding scheme is shown in the Fig 2.
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Fig 2. BLER and BER Performance of two coding scheme

As we can see, in BLER and BER performance, (32,5) based scheme outperform than (16,5) based scheme by more than 0.2 dB. This comes from that (32,5) based scheme is the optimal code, while (16,5) based scheme is not optimal.

In [1], the concept of the coding scheme with the unequal error probability is introduced. Although (16,5) based scheme is not optimal, this coding scheme is said to have an advantage as a  CQI coding due to such a property. Moreover, as a performance measure  for the CQI coding scheme, root mean squared error (RMSE) is introduced. Actually, this coding scheme is said to aim higher reliability for MSB part. 

To investigate the insisted  advantages, we compare the error probability for each bits as in the following figures.
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Fig 3.a. Comparison of error probability for 1st bit
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Fig 3.b. Comparison of error probability for 2nd bit
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Fig 3.c. Comparison of error probability for 3rd bit
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Fig 3.d. Comparison of error probability for 4th bit
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Fig 3.e. Comparison of error probability for 5th bit

In this simulation results, we can show the fact that, for all cases except 5th bit case, (32,5)based code outperforms than (16,5) based one. So, we can conclude that the performance of 5th bit dominantly decides the overall performance in terms of the RMSE.  In the next section, we introduce some gernera coding schemes for higher reliability for 5th bit.

4 General coding scheme with higher reliability for 5th bit

In this section, we introduce some gernerald coding scheme with higher reliability for 5th bit, which has  performance gain in terms of RMSE criterion. Actually, (16,5) based scheme  consists of (16,5) Bi-othogonal part and repetition part of MSB to get higher reliablilty for MSB, say, 1 time repetition of 4th bit and 3 times repetition of 5th bit. Then, we can generalize this design rule for more reliability in MSBs. For example, let’s consider the coding scheme that consists of (8,5) optimal code with  4 times repetition of 4th bit and 8 times repetition of 5th bit. Then, distance of 4th and 5th bit is higher than (16,5) based scheme. For another example, let’s consider the coding scheme that consists of (5,5) code with 5 times repetition of 4th bit and 10 times repetition of 5th bit. Then, this coding scheme has higher distance than (8,5) based code. In this way, we can get  better coding scheme in terms of RMSE criterion. We also have simulation result about this in AWGN Channel. The comparison of performance for each bit is as follows.
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Fig 4.a. Comparison of error probability for 1st bit
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Fig 4.b. Comparison of error probability for 2nd bit
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Fig 4.c. Comparison of error probability for 3rd bit
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Fig 4.d. Comparison of error probability for 4th bit
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Fig 4.e. Comparison of error probability for 5th bit
In the above simulation result, we can see (8,5) based code and (5,5) based code have better performance for 4th bit and 5th bit. So, this coding scheme is better  in terms of RMSE. But, this coding scheme has minimum distance of 2 and 1, respectively. In this point, we are not sure whether RMSE criterion is reasonable for CQI coding scheme. In the view of RMSE criterion, the extreme error performance of LSB is not important. For example, the impact of error for 5th bit on MSE is 961 times of that for  1st bit.. Actully, error probability for the coding scheme with the unequal error probability is as follows :
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 is cost function of impact when information i is change into j through the  channel and e is a error vector in channel and 
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 is ith codeword. Then, in the view of MSE, 
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. But, in the real situation, we can’t declare that the impact of error vector is RMSE. Actully, we can’t calculate the impact in this situation. So, the optimal coding scheme in terms of minimum distance is the most reasonable way to get high reliablilty on CQI.. 

5 Conclusion

In this contribution, we analyze the comparison the proposed coding schemes for CQI. In comparison, (16,5) based code has benifits in terms of RMSE criterion. But, when we see the performance for each bit, (16,5) based code has worse performance  except for the 5th bit. Then, first of all, we consider about criterion for CQI. We are not sure that RMSE is optimal criterion for CQI coding. Moreover, we can’t estimate the impact of each error case. So, in this situation, using the optimal code in terms of minimum distance is desirable to get a high reliability for CQI coding.
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