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1. Introduction

Downlink eigenbeamforming is an efficient technique that exploits long term spatial correlation of the channel to reduce the dimension of the beamforming task. Instead of operating on several antennas, it considers only a few eigenbeams while preserving most of the signal power and diversity gain. A typical approach is to select the eigenbeams corresponding to the dominant eigenvalues and treat them as virtual antennas, without making any further distinction between them. One of the closed-loop downlink beamforming schemes that operates in this way is unweighted eigenbeam combining. However, the eigenbeams have different mean powers, corresponding to their eigenvalues. Since the eigenvalues are computed together with the eigenvectors of the spatial covariance matrix, their value could be used to further improve the closed-loop downlink beamforming performance, e.g., by weighting the eigenvectors by square roots of their corresponding eigenvalues, as proposed by Samsung.

In this contribution a theoretical analysis of eigenvalue-based weighting is presented, and theoretical predictions are compared with simulation results.

2. Theoretical analysis

In closed-loop transmit diversity operation the base station transmits the signal s from each of its antennas using a weight vector w* indicated by the mobile station via the feedback channel:
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(2.1)

This signal is then a subject to time varying channel h, and finally is received by the mobile station together with additive noise and interference n:
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(2.2)

The h is a spatially correlated complex Gaussian process with the following SVD:
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(2.3)

which implies that h can be expressed using an uncorrelated Gaussian process g:
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(2.4)

Consider now a scheme, where the possible weight vectors wi are constructed as weighted sum of the first and second eigenvector, with four possible rotations 
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(2.5)

while assuming the normalization 
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(2.6)

in order to maximize the expected value of signal power:
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(2.7)

The plot of P versus (1 for given eigenvalues (1, (2 can be easily obtained by simulation. The plots for ((1, (2) = (0.6, 0.4) and (0.8, 0.2) are presented in Figure 1 and Figure 2, respectively. Each of these figures shows a plot for slow power control (g1 and g2 are complex Gaussian) and fast power control (a normalization |g1|2+|g2|2 = 1 is enforced). The real power control is expected to fall in between these two cases.
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Figure 1: Theoretical performance with eigenbeam weighting for ((1, (2) = (0.6, 0.4).

3. Simulation results

The results presented in Figure 1 and 2 can be interpreted in the following manner. The maximum value of P is achievable if proper weighting factors are used. This factors are approximately equal (1 = (1, (2 = (2 (consistently with Samsung proposal). At the same time, the value of P for (1 = (2 = 0.5 corresponds to unweighted combining. The difference between these two values is an achievable gain due to weighting. For ((1, (2) = (0.6, 0.4) the gain is only about 0.1 dB, but for ((1, (2) = (0.8, 0.2) it is already about 0.5 dB. The first of these results is illustrated by simulation results presented in Figure 3. The weighted (green line) and unweighted (red line) combining were simulated for the micro cell scenario (which has almost exactly ((1, (2) = (0.6, 0.4)) and, as expected, the former performs about 0.1 dB better for three out of four speed values.
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Figure 2: Theoretical performance with eigenbeam weighting for ((1, (2) = (0.8, 0.2).
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Figure 3: Simulation results for eigenbeam switching, unweighted eigenbeam combining, and weighted eigenbeam combining.

4. Conclusions

Applying eigenbeam weighting in downlink eigenbeamforming can yield performance improvement, especially in cases of big disproportion between the dominant eigenvalues. In this way a robust combining scheme that adapts to the given distribution of the eigenvalues can be realized. Since optimal weights depend on the eigenvalues, they must be transmitted to the base station over the feedback channel together with eigenvectors. Fortunately, theoretical predictions show a large tolerance to the precision of weight values, and hopefully most of the gain can be achieved with very roughly quantized eigenvalues.
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