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1. Introduction

Several schemes have been proposed for the steady state phase of NodeB synchronization [R1-01-1348]. In particular, two approaches, one in which the control is centralized at the RNC, and another in which control is de-centralized into the individual NodeBs have been proposed. Both methods have their advantages and disadvantages and some combination of the two might also be desirable.

At WG1#22 it was discussed, that not the specific algorithm itself will be standardized, to leave some implementation flexibility here. This paper describes an approach for the “steady state phase” of NodeB synchronization, which would give the operator the maximum flexibility in determining the method to synchronization applied according to software in the RNC. Indeed an operator may choose to run centralized control in one area and de-centralized control in another.

2. Master / Slave Control
In the previous de-centralized approach, the roles of the NodeB and RNC with respect to NodeB synchronization could be characterized as client / server. In these roles the RNC provides each NodeB with enough information to operate its OTA synchronization essentially autonomously. 

Even in the centralized approach, the schedules for transmission and reception and the applicable codes were downloaded once and then applied autonomously by the NodeB. Whilst this is attractive in reducing the amount of Iub traffic from the RNC to the NodeBs it is very inflexible. It results in highly specialized, complex and relatively large Iub messages.

In the proposed alternative, the NodeB is essentially a “dumb slave”. The NodeB is unaware of schedules for transmission or reception other than in terms of a generic clock structure. The NodeB is instructed directly to transmit DwPTS at given power, or to blank, or to search for a particular code. This instruction must be sent every time the operation is required. Therefore every 8th or 16th subframe or more seldom, if the schedule allows for less blanking. Although this approach leads to increased Iub traffic from the RNC to the NodeBs, the amount of this traffic is minimal since the applicable message fields can be very small.

There would be basically 6 RNC to NodeB Iub message types (‘Do nothing unusual’ would not require a message at all)

1. Change Power to X - For power controlled transmissions of DwPTS

2. Blank the DwPCH  transmission for a subframe

3. Correlate against code N and report the measurement. 
(If the RNC wanted the NodeB to correlate against more than one code simultaneously then it would repeat this message with the other value(s) of N.)

4. Correlate against code N and log measurement into your averager

5. Adjust your clock by Y (goes with message 3)

6. Adjust your clock according to your local measurement using Z as the estimate of propagation delay (goes with message 4). Reset your averager

Note: We could remove messages 4 and 6 and absorb the de-centralized approach into the centralized. 

However, this is unattractive because, the amount of data that goes into the averager is large. To implement the approach centrally would probably require that the averaging was performed at the RNC. This would lead to quite large amounts of data in the uplink Iub messages.

The timing of the response to these messages would be implicit i.e. the messages would be acted on the next time the SFN modulo 32 was zero (if we wanted more flexibility for signaling faster, we could reduce this, e.g. to SFN modulo 16 (or 8). 

Since these message are mutually exclusive, the message itself would be trivial - 3 bits to identify the message type and a maximum of 8 bits for either X, Y, Z or N. Say two bytes in total.

The NodeB to RNC Iub messages would typically contain similar or more amounts of data.

Although the exact format of the signaling messages is a matter for RAN WG3, it seems appropriate to consider the basic principle here, because it impacts RAN WG1. The above messages would allow any combination of centralized or de-centralized control to be implemented.

3. Reduced Signalling Master Slave Control

Whilst the above approach would be ideal, it has the disadvantage of greatly increasing the volume of traffic in the RNC to NodeB direction for the Iub. It is understood that the traffic requirement could be between 5 and 10 times too large for an RNC serving 100 NodeBs. Thus we require a means for reducing the level of traffic. The following option is offered for consideration:

3.1 NodeB Cycling Message Memory

Here the NodeB has a memory of the messages relating to N schedules, where N is the number of schedules in the repeat cycle. If no messages are received in a subsequent schedule whose ordinal number is equal to i modulo N then the stored message for schedule i is re-applied. If such a message is received then this will replace the message previously stored for schedule i. 

A possible refinement would be for every message sent to contain a bit representing a ‘store’ flag. If the bit is set to ‘1’ then the corresponding stored message is overwritten. If the bit is set to ‘0’ then the corresponding stored message is not overwritten. This bit would give the option of introducing messages requesting occasional departures from normal operation without losing the regular pattern, which has been laid down. 

A further bit could control a ‘suspend’ function. If this bit was true then the associated message could be stored into a reserve buffer and not acted on immediately. Rather, the previously stored message would still be acted on. A broadcast message could be sent to all NodeBs, saying: ‘update’. All NodeBs would then overwrite the contents of their message buffer with the contents of the reserve buffer. This would allow messages to be transferred in a staggered (therefore reduced traffic volume) fashion but implemented, if desired, in a synchronous way.

The cycle time for each schedule is (currently) 32 sub frames or 160 ms. If there are 4 schedules in a repeat cycle then it would take 640 ms to send messages for all schedules. In the pure master slave approach it would be possible to change the structure every repeat cycle. With the approach described above we could, for example, signal to 10% of the NodeBs over 640 ms in suspend mode. In the next 640 ms we would signal to the next 10% and so on until, after 6.4 seconds, all NodeBs had been updated. At this point the RNC would broadcast an ‘update’ message and the new schedules would instantly be taken up by all NodeBs in the RNS.

Thus we could alter the schedules completely in less than 7 seconds. For RNSs with fewer NodeBs the update period would shrink proportionately. If we wish to affect the operation of only a small part of the RNS this can be done immediately.

The above approach would provide a compromise between the extreme flexibility provided by pure master slave control and the very high signaling overhead required.

4. Mechanisms for RNC Verification of NodeBs

It is desirable that the RNC has the capability of providing confidence that individual NodeBs are synchronizing correctly.

Each NodeB has a clock with an absolute accuracy of ±50 ppb, equivalent to 50 ns/second. One possible method of verifying the operation of sync is to ascertain whether the cumulative updates over a period of time are consistent with this clock accuracy. According to simulations of synchronization, a variation of around ±1 µs could arise. Thus cumulative adjustments greater than this must be observed in order to reflect and underlying trend. If we take a threshold of 3 µs, as specified, then we see that, at least 2 µs of this should only arise as a result of clock inaccuracy. A clock on the edge of its error range would accumulate a drift of 2 µs in 40 seconds. Thus, if the accumulated adjustments over 40 seconds exceeded 3 µs we could reasonably conclude that either the synchronization scheme was failing or the clock was not operating within its specified limits.

Thus, the NodeB could perform measurements and, if indication was given, send a respective message to the RNC. Parameters could be associated with the message such as, by how far the threshold was exceeded after 40 seconds. This would provide considerable flexibility.

5. Enhanced De-Centralised Control

Various concerns have been raised about the reliability of de-centralized NodeB sync at WG1#22 in Jeju cf. [1]. Specifically, the issues raised have been:

1. Possible loss of control and supervision over network synchronization operations. What happens if a Node B does not “synchronize properly”?

2. Steady state phase relies on a radio environment snapshot that has been captured during the initial phase and may quickly not be valid any more

3. Iterative synchronization of several slave Node B’s in reference to a single master Node B.

These issues can readily be addressed by the more flexible signaling approach. In the proposed de‑centralized scheme there are basically 3 schedules for synchronization. It was further proposed to include a 4th schedule which would accommodate late entrants without the need to re‑plan the whole set of schedules whenever a new late entrant was introduced to the system. 

With the new flexible signaling approach this 4th schedule can be used for more than one purpose. In addition to supporting late entrants, it can be used for a long cycle ongoing set of measurements to maintain an up to date path loss matrix at the RNC. Using this matrix the RNC can re‑compute the set of schedules at any time without the need, suddenly, to send large amounts of data over the Iub to all of the NodeBs. In principle, with this approach, it would be possible, if desired, to re-plan the sync schedules for the entire network, or parts of it, to accommodate every late entrant. This could happen transparently.

With the flexible approach, the RNC can establish special arrangements to provide signals necessary to provide synchronization to late entrants. In addition to the above, the ongoing long cycle of measurements can be used to check that each NodeB is correctly synchronized. Thus if NodeB B synchronizes to NodeB A (which may, for example, be a master) then from time to time NodeB A can listen to NodeB B and can confirm that it is appropriately synchronized.

The above options fully satisfy the concerns raised above. Specifically:

1. A NodeB that does not “synchronize properly” will be detected.

2. The radio environment snapshot that was captured during the initial phase will be updated on an ongoing basis.

3. Iterative synchronization of several slave NodeBs in reference to a single master NodeB may create some cumulative error. Simulations have shown this, nevertheless, to lead to acceptable errors. The network is planned so that there are never more than 3 hops to a master (except perhaps temporarily for some late entrants). The ongoing measurements will allow the actual timing errors of all NodeBs to be determined.

6. Conclusion

This document proposes a flexible NodeB synchronization approach, which covers several methods, proposed for this WI and already included in the TR 25.868 [1]. This flexible signaling would allow for different implementations of NodeB synchronization algorithms in the RNC. The proposed flexible scheme allows for multivendor operability, because all NodeBs would have to support all the messages [cf. section 2.]; the algorithm, that is used in the RNC determines the synchronization method. Different RNCs could of course use different algorithms. We propose to inform RAN WG3 about this concept and ask for their support on the Iub and to provide respective CR’s for WG3-specifications. 
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