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1. INTRODUCTION

In RAN WG1 #22, document [1] discusses the necessity of an evaluation framework for
MIMO HSDPA system comparison. In this document we propose a set of definitions and
assumptions on which system comparisons can be based. We also propose a MIMO system
simulation methdology as an extension of the HSDPA system simulation methodology [2].

The objective of the system simulations should be to illustrate and verify the potential
performance gains due to MIMO processing and to compare various MIMO system
proposals. The scope of the simulations includes modeling time-varying spatial channels,
determining a channel metric for uplink feedback and rate determination, modeling the Node
B scheduler, and determining the success or failure of frame transmissions. Hybrid ARQ and
fast cell selection are not considered at this time.

2. OVERVIEW

The simulation world is a cellular system with 19 base stations, each with 3 120 degree
sectors, located on a hexagonal grid. An outline of the simulation procedure is as follows:

For d = 1 to D drops

• Drop K HSDPA users per sector within the geographic area of the system.

For n = 1 to N frames

• Update the traffic data arrivals at the Node B for each user according to the traffic
model.

• Compute the channel impulse response for the serving cells as well as all interfering
cells. The channel realizations are updated once per slot (3 times per frame) and are
evolved in time from the previous frame.

• Determine the channel metric at each user as a function of the channel impulse
response.

• The channel metric is fed back to the Node B on the uplink, and appropriate delays
and errors to the feedback are applied.

• The Node B selects the user to be served and its data rate based on a scheduling
algorithm, the power available for HSDPA users, and the state of the user traffic
queues.
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• For the served user and its service data rate, a frame error rate is determined as a
function of its channel metric. The transmitted frame is in error if a random variable
uniformly distributed between 0 and 1 is less than the frame error rate.

End

End

The two main differences between the methodology for the MIMO and conventional single-
antenna HSDPA systems are 1) modeling of the spatial channel and 2) replacing the C/I
measurement of the scalar channel with a channel metric determination for the spatial
channel. These topics are discussed below in the following two sections.

3. MODELING SPATIAL CHANNEL CHARACTERSTICS

In this section, we describe how the spatial channel between any UE and Node B pair can be
modeled and how it evolves in time. Either ray or correlation-based models can be used. We
focus here on the correlation-based model.

Consider a UE with RN  receive antennas receiving signals from B Node B’s, each with TN
transmit antennas. The signal from the first Node B is the desired signal, and the others are
assumed to be interference. Assume that the power delay profile (PDP) consists of J paths and
that it is the same for each of the B bases. We further assume that the PDP is randomly chosen
for each UE from some set of PDPs and is fixed for the duration of one drop cycle. The
received signal at the UE at time t can be written as the sum of signals received from B Node
B’s:
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where ( )tr  is an RN  dimensional vector; bg  is the relative power from base b which accounts
for large scale signal variations due to the path loss and lognormal fading; , ( )b j tH  is an RN -

by- TN  matrix which gives the spatial channel coefficients between the UE and base b for the
jth path (j = 1 … J) at time t; ( )jb t t−x  is an TN  dimensional vector which gives the data

signal sent by the bth base with delay jt  induced by the jth path; and ( )tn  is the RN
dimensional additive noise vector which accounts for residual noise and interference not
accounted for by bases b = 2 … B. The pulse shaping is accounted for in ( )jb t t−x . For the

duration of each drop (on the order of 10 seconds), the values bg and ,b jt  are assumed to be

static.

Let , , ( )q s jh t  be the (q , s) component of the matrix , ( )b j tH  ( 1... , 1... )TRq N s N= =  which

represents the complex phase and amplitude of the jth path delay from the sth antenna of base
b to the qth antenna of the UE. We drop the dependence on b for simplicity. The value of

, , ( )q s jh t  can be determined by adding a large number of sinusoidal waves whose phases and

amplitudes are determined by the geometric parameters of the system:



3GPP TSG RAN WG1 R1-02-0142
3

,, cos( )cos( )
, , , , , ,

1

( ) ( ) ( ) ,q AOAl qs AODl s
L

ikdikd
q s j j l NodeB j A O D l U E j A O A l

l

h t P A P e P e ϕ ϕϕ ϕϕ ϕ −−

=

= ∑ (2)

where

jP  is the relative power of the jth path,

L  is the number of sinusoids for the jth path,

lA  is a complex Gaussian random variable (zero mean, unit variance) which is the
complex amplitude of the lth sinusoid,

,A O D lj  is a unifomly distributed random variable between 0 and 2p which is the angle

of departure of the lth sinusoid of the jth path from the Node B antenna s (we
have not written the dependency on s and j for simplicity),

,AOA lj  is a unifomly distributed random variable between 0 and 2p which is the angle

of arrival of the lth sinsoid of the jth path at the UE antenna q (we have not
written the depedency on q and j for simplicity),

, ,( )NodeB j A O D lP j  is the combined antenna response and angular spectra of the jth path at the

NodeB as a function of the angle of departure of the lth sinusoid (for example,
if the jth path has a Laplacian distribution, , ( )NodeB jP q  is the product of the

antenna response centered about 0 degrees and the Laplacian distribution
centered about the mean angle of departure of the jth path),

, ,( )UE j AOA lP j  is the combined antenna response and angular spectra of the jth path at the UE

as a function of the angle of arrival of the lth sinusoid,
sd  and sj  are the polar coordinates of Node B antenna s,

qd  and qj  are the polar coordinates of UE antenna q, accounting for the motion of the UE
which is function of the direction of travel and velocity (we have not written
the dependency on time t for simplicity),

2k p
l=  is the wave number.

To avoid introducing numerical degeneracy, the total number of plane waves L for each delay
should be larger by an order of magnitude than the number of elements in the H matrix, say L
= 400 for a system with 4 transmitters and 4 receivers. For simplicity, the number of plane
waves is equal to L for different delays. Limitations on effective rank of H would then arise
from the angular constraints implicit in the angular spectra, as well as from a LOS
component, added below. The random variables lA , ,A O D lj , ,AOA lj  are generated once at the

beginning of the drop and kept constant for the duration of N frames. Many parameters
derived for the link level channel model such as power delay profiles and angular spectra can
be used here in this virtual ray model. Other parameters such as the mean angles of departure
and arrival can be randomly generated at the beginning of each drop for each user. Similarly,
the polar coordinates of the array elements can be determined at the beginning of each drop as
a function of the array configurations. The coordinates of the UE elements can be tracked in
time as a function of the direction of travel and velocity. Hence the time variations in , , ( )q s jh t
will result from the time-dependent Doppler term implicit in qd  and qj .

If it is desired to include a line of sight (LOS) path, defined as a plane wave signal from the
Node B to the UE, equation (1) can be rewritten as
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where ( )LOS
b tH  is the RN -by- TN  LOS matrix whose  (q , s) component

( 1... , 1... )TRq N s N= =  is given by

,, cos( )cos( )

, ( ) ,q AOALOS qs AODLOS s ikdikdLOS
q sh t K e e ϕ ϕϕ ϕ −−= (4)

where
K is the Rician K factor

,AODLOSj  is the angle of departure of the LOS component from the Node B antenna s

(we have not written the dependency on s for simplicity),

,AOALOSj  is the angle of arrival of the LOS component at the UE antenna q (we have not

written the depedency on q for simplicity),
and the other terms are defined above.

4. DETERMINING CHANNEL METRIC

For the scalar HSDPA channel, UE performance at a given data rate can be reliably predicted
using an esimate of the C/I. However, for the spatial MIMO channel, the performance also
depends on the entries of the spatial channel matrix. Most generally, the performance would
depend on the channel gains bg  (b = 1 … B), the channel matrices , ( )b j tH  (b = 1 … B, j = 1

… J), path delays ,b jt  (b = 1 … B, j = 1 … J), and the noise variance 2s  of n(t). Ideally, there

would be a single channel metric ( )m t  which is a function of these parameters and which
maps, for a given data rate, to a unique frame error rate value. The metric should be chosen so
that different sets of parameters ( bg , , ( )b j tH , ,b jt , and 2s ) which map to the same metric

value would result in the same FER. These results should be verified through link level
simulations. For example in the scalar case, the C/I is a channel metric that satisfies this
criteria since the performance in an AWGN channel is independent of the channel phase.

Once the UE calculates the channel metric, it can determine the data rate and associated
transmission mode it can support. Of course the supported rate and transmission mode are a
function of the UE capability and Node B capability, including their respective antenna array
configurations. The UE and Node B capability can be established at the time of call setup.
After the UE determines a supportable rate, it feeds back this information to the Node B as an
index into a table of rates and transmission modes. Note that this abstract information
implicitly gives the quality indication of the spatial channel. The Node B uses this
information collected from all active UEs as inputs to its scheduling algorithm. This algorithm
determines the target UE, its data rate, and its transmission mode. The actual rate and
transmission mode are dependent on factors such as fraction of power available for HSDPA
transmission, data queue length, etc. which are possibly unknown to the UE. Hence the rate
requested by each UE is only a suggested rate and may be overruled by the Node B.

For the flat fading channel (J= 1) and no intercell interference (B = 1), the log determinant
metric and the mean squared error metric have been proposed respectively in [3] and [4]. As
an illustrative example, the mean squared error metric in the context of a sample system
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simulation is described in Annex 1. Similar channel metrics should be derived for multipath
fading channels and intercell interference and verified through link level simulations.

The proponent of each MIMO system should propose a receiver architecture and a
corresponding channel metric. In the standard, only the uplink signalling as a function of
Node B and UE capability should be specified. However, baseline channel metrics (e.g., mean
squared error or maximal ratio combininer output) could be defined for system comparison.

5. SIMULATION ASSUMPTIONS

5.1 Basic system level parameters

The basic system level simulation parameters are listed in the Table 1, as derived from the
HSDPA system simulation assumptions.

Parameter Explanation/Assumption Comments

Cellular layout Hexagonal grid, 3-sector sites

Site to Site distance 2800 m

Antenna pattern As proposed in [2] Only horizontal pattern
specified

Propagation model L = 128.1 + 37.6 Log10(R) R in kilometres

CPICH power -10 dB

Other common channels -10 dB

Power allocated to HSDPA
transmission, including
associated signaling

Max. 80 % of total cell power

Slow fading As modeled in UMTS 30.03, B 1.4.1.4

Std. deviation of slow fading 8 dB

Correlation between sectors 1.0

Correlation between sites 0.5

Correlation distance of slow
fading

50 m

Carrier frequency 2000 MHz

BS antenna gain 14 dB

UE antenna gain 0 dBi

UE noise figure 9 dB

BS total Tx power Up to 44 dBm

Specify Fast Fading model Implicit in virtual ray  model

Table 1. Basic system level simulation assumptions.

5.2 Data traffic model

The described data-traffic model simulates bursty web traffic. The parameters of the model
are based on those found in [2] but individual user arrival rates are increased so that the
system reaches high utilization with a smaller number of users.

The model assumes that all UEs dropped are in an active packet session. These packet
sessions consist of multiple packet calls representing Web downloads or other similar
activities. Each packet call size is modeled by a truncated Pareto distributed random variable
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producing a mean packet call size of 210 Kbytes. Each packet call is separated by a reading
time. The reading time is modeled by a geometrically distributed random variable with a
mean of 5 seconds. The reading time begins when the UE has received the entire packet call.

Each packet call is segmented into individual packets. The time interval between two
consecutive packets is modeled as an open loop where the timer interval is a geometrically
distributed random variable with mean 3 ms. The parameters of the data-traffic model are
summarized in Table 2.

Process Random Variable Parameters
Packet Calls Size Pareto with cutoff Á=1.2, k=60 Kbytes, m=2 Mbytes,

ì = 210 Kbytes
Time Between Packet Calls Geometric ì = 5 seconds

Packet Size Segmented based on MTU size 1500 octets
Packets per Packet Call Deterministic Based on Packet Call Size and Packet

MTU
Packet Inter-arrival Time Geometric ì = 3 ms

Table 2. Data-traffic model parameters.

5.3 UE mobility model

A speed is assigned to each user according to the distribution in Table 3 at the beginning of
each drop and may be changed during the  N  frames to model acceleration or deceleration.

Speed (kph) 0 1 3 8 10 15 20 30 40 50 60 70 80 90 100
Percentage 14 37 15 1 1 2 6 10 7 2 1 1 1 1 1

Table 3. Speed distribution

5.4 Packet scheduler

Multiple types of packet schedulers may be simulated. However, initial results may be
provided for the two simple schedulers provided below that bound performance. The first
scheduler (C/I based) provides maximum system capacity at the expense of fairness, because
all frames can be allocated to a single user with good channel conditions. The Round Robin
(RR) scheduler provides a more fair sharing of resources (frames) at the expense of a lower
system capacity.

Both scheduling methods obey the following rules:

• An ideal scheduling interval is assumed and scheduling is performed on a frame by frame
basis.

• The “frame” is defined as 3 slots (2 ms).

• A queue is “non-empty” if it contains at least 1 octet of information

• Transmission during a frame cannot be aborted or pre-empted for any reason

The C/I scheduler obeys the following additional rules:

• At the scheduling instant, all non-empty source queues are rank ordered by C/I for
transmission during a frame.

• The scheduler may continue to transfer data to the UE with the highest C/I until the queue
of that UE is empty.
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The RR scheduler obeys the following additional rules:

• At the scheduling instant, non-empty source queues are serviced in a round-robin fashion.

• All non-empty source queues must be serviced before re-servicing a user.

• Therefore, the next frame cannot service the same user as the current frame unless there
is only one non-empty source queue.

• The scheduler is allowed to group packets from the selected source queue within the
frame.

6. PERFORMANCE METRICS

• Throughput per sector: Total number of bits successfully transmitted divided by the total
number of sectors and simulation duration.

• Cumulative Distribution Function of Packet Call Throughput: The payload size of a
packet call divided by the transfer time where transfer time is measured from when the
first packet of a packet call is transmitted by the base station to when the final packet of
the packet call is received by a given UE station.

• Service Throughput: total good (successful) frame bits transmitted per second for a given
sector. As observed from BTS including all users and idle time.

• Utilization: percentage of time that frame transmissions are active for a given sector.

7. SIMULATION CASES

In order to evaluate the performance of HSDPA MIMO, the simulation cases described below
should be conducted and compared with the baseline single antenna HSDPA system. The
following parameters will be used, as given in [5]:

The number of uplink feedback bits per slot is 2.

Round trip delay is 7 slots. (Each proposal shall include a timing diagram to justify the value
of round-trip feedback delay if a different one from 7 slots is used.)

8. CONCLUSIONS

A basic methodology and set of assumptions for MIMO HSDPA system simulations have
been presented in this document.

ANNEX 1: SAMPLE SYSTEM SIMULATION

We provide a sample system simulation from [4] for a flat fading channel to illustrate the
components needed in a complete MIMO system proposal. These include a set of data rates
over the range of geometries, a set of transmission techniques over this range (including the
MIMO transmission technique and possibly single antenna transmission techniques for lower
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geometries), an associated array configuration for both the Node B and UE, a channel metric
for MIMO rate determination, a technique for determining rate requests on the uplink
feedback, and a set of link level results giving the FER versus channel metric.

The set of rates with their associated modulation, coding, and transmission schemes are
shown in Table 4. Selection transmit diversity (STD) over antennas 1 and 4 is proposed for
transmission at lower data rates when MIMO code reuse is not efficient. The desired
transmission mode is determined using the channel metrics as described below. A total of 11
transmission modes (3 MIMO rates plus 4 STD rates, each with 2 antenna modes) can be
indexed using 4 bits of feedback on the uplink. As opposed to single antenna HSDPA uplink
feedback where the bits may represent C/I quality indication, the feedback bits in the MIMO
system implicitly give the channel quality indication by transmitting an index of the preferred
rate and transmission mode.

Data Rate
(Mbps)

Code Rate Modulation Mode

2.4 ½ QPSK STD
3.6 ¾ QPSK STD
4.8 ½ 16 QAM STD
7.2 ¾ 16 QAM STD
10.8 ~1/2 QPSK MIMO
14.4 ¾ QPSK MIMO
21.6 ¾ 8PSK MIMO

Table 4. Rate table

The throughput iT  for the ith transmission mode (i = 1 … 11) can be computed according to

1 , 1...11c
i i i

t

ET R FER i
N

  = − =  
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where iR  is the data rate for mode i, ,c
i

t

E
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N
 
 
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H  is the frame error rate (FER) as a

function of Ec/Nt and the spatial channel matrix H. For STD transmission, the Ec/Nt is
calculated for transmit antenna j (j = 1,4) as
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 is the geometry of the user and ,j lh  is the channel coefficient from the jth

transmit antenna to the lth receive antenna. After converting Ec/Nt to Eb/N0, the FER is
obtained from the static link simulations shown in Figure 1.

For MIMO transmission, we define a mean squared error (MSE) channel metric which
measures the mean squared error output following a minimum mean squared error linear
transformation of the MIMO receiver. This quantity can be computed analytically as
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where H is the instantaneous matrix channel between the base station antennas and the
terminal antennas for any given user and λ is the spreading gain. Figure 2 shows the FER
plotted against the MSE metric. The plot is obtained by simulating 100 channel matrices for
each of 5 different values of location Ec/Nt. For each of the channel matrices and Ec/Nt
values the FER is obtained from link simulations over a large number of frames. The FER is
then plotted against the MSE metric value for the corresponding channel and Ec/Nt value.
The FER for MIMO transmission is obtained from the envelope of this FER curve. Note that
using the envelope of the metric gives a bound on the performance. In cases when the
mapping of the metric to the FER is not unique, this technique should be adequate for both
system implementation and performance evaluation.
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Figure 1. Static link level FER for single antenna transmission
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Figure 2. FER versus MSE metric for MIMO transmission
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