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1 Introduction

The Shared Control Channel also carries information that identifies the UE for which the Shared Control Channel carries HS-DSCH-related signalling. In RAN1 Ad Hoc in Sophia, it was decided that UE ID is not explicitly transmitted; instead it is used in computing a CRC that is carried on HS-SCCH. In [1], two cases are currently being considered for CRC attachment to the Shared-Control-Channel signaling: 

Alternative 1: CRC (16 bits) calculated over Part-1 (8 bits) + Part-2 (12 bits) and attached to Part-2

Alternative 2: CRC1 (12 bits) calculated over Part-1 (8 bits) and attached to Part-1, CRC2 (8 bits) calculated over Part-1 + Part-2 (20 bits) and attached to Part-2. 

UE identity is implicitly included in the calculation of CRC (for alternative 1) and CRC1 (for alternative 2). 

[2] proposes three different methods to perform UE specific CRC coding and [3] provides some analysis comparing performance of UE specific CRC method and explicit UE ID methods. In this paper, we extend the analysis in [3] to demonstrate that among the three proposed methods in [2] only one method, i.e. direct modulo-2 addition of UE ID with CRC is robust to false decode performance compared to the other two. Furthermore, this modulo-2 addition method turns out to be the special case of proper implementation of the other two methods, if care is taken to minimise the false decode performance to the unintended UE.

2 False Decode Probabilities

For the purpose of comparison of different UE specific CRC schemes we consider alternative 1, wherein a 16 bit CRC is computed from 20 information bits and attached to the second part of the transmission. Furthermore, alternative 1 appears more balanced in affording equal error detection performance across the entire message (both parts) in a time varying channel where it is possible that part 2 is more vulnerable sometimes than part 1 to uncorrected errors. That is to say alternative 1 offers 16 bits of CRC protection to detect uncorrected errors in any part of the message and avoid HARQ buffer corruption, whereas in the worst case (part 2 channel being worse) alternative 2 offers only 8 bits of CRC protection against HARQ buffer corruption. Having chosen alternative 1 for illustration, the comparative analysis here especially considers:

Probability of false decode at a UE when given UE is unintended for reception

= P(false decode when given UE is unintended for reception | block is in error) P(block is in error) 

 + P(false decode when given UE is unintended for reception | block is not in error) (1- P(block is in error))

[3] only considered the term P(false decode when given UE is unintended for reception | block is in error) which is a loose lower bound on the desired quantity. When the block is not in error, a false decode can still happen when two or more different UEs pass the CRC check for the same information word. In other words, in order to ensure that the second term in the above summation is always zero, the CRC word transmitted over the air denoted as c = f(i,u) must be distinct for each individual UE id u given an arbitrary information block i. If this condition is not met, then every time a UE that shares the same c with another UE is scheduled, the latter UE is likely to experience false alarm, depending on their relative RF conditions. If the latter UE’s RF conditions are better then such a likelihood is very high given that the probability of the block being correct (1- P(block is in error)) is by design a large value.

Consider the “concatenation” scheme described in [2] as the first scheme. With the number of information bits sized at 20 bits and CRC of 16 bits, and assuming a UE ID equally long as the CRC (i.e. 16 bits), we can write the CRC generation process in vector notation as:

[i1 … i20 | u1 … u16]  ( CRC generator  G = [I  | P] ( Replace UE id with CRC ( [i1 … i20 | c1 … c16] 

[i1 … i20] is denoted by the vector i, [u1 … u16] is denoted by the vector u and [c1 …. c16] by the vector c. 

Thus the first CRC generation [ i | u] G  will yield the vector  [ i | u | c] which is then shortened to [ i | c]. 

G has dimension 36 x 52, containing sub-matrices: 36x36 identity I and 36x16 P when expressed in the systematic form.

P can be expressed as: 
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where Pi is 20x16 and Pu is 16x16 square.

c = i Pi + u Pu where the + represents “modulo 2” addition component wise employed in linear binary codes.

A key point of this contribution is that the structure of G, or more specifically the structure of Pu should be carefully chosen. Linear (or cyclic subclass) codes that are generally used for CRC generation will not suffice as they have to be first tested to satisfy the following property: 

The linear transformation Pu that acts on the UE ID bits u should be invertible. 

If not, Pu has a non-zero null space, which implies there exist non-zero UE ids that map to all-zero post multiplication by Pu. Hence more than one UE id will generate the same CRC for a given information word i.  An arbitrary UE id u can be decomposed into the sum of orthogonal components, unull + u null_perp. unull is obtained by projecting u onto the null space and u null_perp by projecting onto the space perpendicular to the null space. Any two different UE ids u and u’ having identical null_perp space components (of course, in that case their null space components must differ) then it is easy to see that they will both generate identical CRCs:

u = unull + u null_perp  =>  u. Pu = u null_perp Pu = u’ Pu  
Conversely, if Pu is invertible, then uniqueness of the mapped ids and hence the CRCs are guaranteed. This is because the null space of Pu is zero and any UE id u therefore has zero unull component and a distinct u null_perp component that is unique for that UE which when operated on by Pu  will result in a unique element in its range space.

Thus to avoid the situation of more than one UE generating the same CRC for a given information block i, the necessary and sufficient condition is that Pu must be an invertible mapping. Such a Pu  takes each UE ID u and maps it uniquely (one-one onto) to another (possibly different id) UE ID u*. But then one could have very well indexed the UE in the first place as u* instead of u (and likewise for all other UEs) and used the code G* where Pu = I (the identity matrix), that has exactly the same effect in terms of CRC generation. Note that there is no known advantage in choosing one UE id over another for a given user from the same set of UE ids, so long as all the different UEs have distinct ids.  Thus we have a trivial and workable choice in the form of Pu = I implying: 

c = iPi + u. 

But then this is the same scheme as the direct modulo 2 addition of the CRC bits with the UE id as described in [2] as the second scheme or alternative 1. Thus the proper choice of parameters to implement scheme 1 effectively boils it down to what has been identified as scheme 2. 

Similar arguments can be made about scheme 3 in [2] as well. Thus scheme 2, explicit modulo 2 addition, is the best (and encompassing) scheme in terms of false decode performance for unintended UE. 

With the direct modulo 2 addition method the CRC code words are created as a linear error detection code [i | c] where c = i G.  This code is translated to a coset by mod-2 addition with UE id u (creating disjoint cosets for each UE) and is transmitted over the air as [i | c + u] (after the due processes of error correcting codes, rate matching, interleaving, modulation, spreading etc.) 

At the receiver of the intended or unintended user represented as u', with no error in the block, it can be expressed after unmasking as: [i | c + u + u’]. It is easy to see that when there is no channel error in the block the CRC check will pass if and only if u = u’  (in which case the two terms add to zero else they add to non-zero). So there is no question of false alarm for unintended user under no channel error. 

Probability of false decode when given UE is intended for reception:

In this case, when there is no uncorrected channel error in the transmitted block (1-Pbler), there is no problem as the CRC check passes and the contents are delivered to the intended UE without corruption. When there are channel errors that are not completely corrected (Pbler), the undetected error performance will be similar for all schemes of UE specific CRC whose expression is given in [3]. 

3 Conclusions

The scheme of direct modulo two addition of normally generated CRC with the UE ID is the right and simple choice of implementing the concept of UE specific CRC. This method performs well and serves the normal functions of a full fledged CRC as well as UE ID without the explicit overhead of the latter. This scheme also has the added advantage of easy implementation of group or multicast UE ids in the same way as individual ids.
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