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1. Introduction

This paper analyses the performances of 2 candidate techniques introduced in [1] for LCR-TDD Node B synchronisation OTA: the first, [2], is based on DwPTS transmission and the second [3] on CEC sequences transmission over DwPTS and UpPTS. 

2. Synchronisation methods summaries

2.1 DwPTS-based method
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Figure 1: Synchronisation with DwPTS

As described in [2], one Node B doesn't transmits its 64 bits-long DwPTS but uses the corresponding period to listen to its neighbouring cells DwPTS. This passive approach has the advantage to use only DwPTS slot hence without interfering traffic nor RACH access and the disadvantage to have little processing gain and to require some neighbouring cells to blank their own DwPTS to ease the detection at the synchronising Node B. 

2.2 CEC-based method

This method has been proposed in [3]: one or two Node B's transmit a 128 bits-long CEC sequence over their UpPTS and DwPTS slots while the synchronising Node B's receive them simultaneously with the UpPTS potentially transmitted by the mobiles located in the cell. This approach has the advantage to bring higher processing gain then overcoming the blanking issue and the disadvantage to use UpPTS as well for transmission. 
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Figure 2: Synchronisation with CEC sequences

3. System simulations 

DwPTS-based method:

The case where a cell tries to synchronise over the DwPTS of one of its neighbours has been studied. Its 6 immediate neighbours are assumed to be on regular grid and to transmit their DwPTS at the same power. The SIR is therefore only affected by the shadowing effect. Simulations were run to estimate the DwPCH SIR cdf at the correlation receiver output versus the number of blanked neighbouring cell. 

Simulation conditions: 

Shadowing Std Dev

:8.0

Number of simulation loops
:10000
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Figure 3 : DwPTS SIR cdf versus the number of blanked neighbours at the correlator output(dB)

For each deployment, the signal to interference ratio was computed for the signal from every neighbour. Then, the strongest N interferers to that signal were blanked, where N ranged from 1 to 4. Cumulative density functions were plotted for these cases. In the simulation, shadowing is considered, using a typical figure of 8 dB.

The results presented on Figure 3 shows that the system is interference limited which means that increasing the transmission power of DwPTS wouldn't increase the performance, hence cancelling out the interest of transmitting in a dedicated slot without traffic.

Moreover it is obvious that the SIR cdf obtained without blanking or with little blanking rates are unacceptable since they imply a significant amount of DwPTS received with a negative SIR after correlation. 

Number of blanked neighbouring cells
Pnd for DwPTS (%)

0
25.4

1
10.5

2
3.92

3
1.14

4
0.11

Table 1: Probability of Non Detection for DwPTS versus the number of blanked neighbours

As a matter of fact the results listed in Table 1 show that a sufficiently low probability of non detection (e.g < 1%) can only be reached when the 4 highest interfering neighbouring cells at least have their DwPTS blanked.

CEC-based method:

Equivalently to what has been done for the DwPTS-based method, the case where a cell tries to synchronise over the CEC sequences transmitted from one or two (as specifically allowed by the CEC structure) of its neighbours has been studied.

Due to their extra length (192 chips), the CEC sequences must be transmitted over both UpPTS and DwPTS. It means that both slots are stolen in the CEC transmitting cell (while only DwPTS is stolen in DwPTS case). At the receiving cell, however, UpPTS is not stolen and can be received simultaneously with CEC sequences (DwPTS only is stolen for listening as in the DwPTS-based method).

Therefore UpPTS interference on CEC detection and CEC interference on UpPTS detection have been simulated: the path loss, the distance between Node B's, the maximum number of simultaneous UpPTS transmission per cell and the CEC TX power have been modelled.

Simulation conditions: 

Shadowing Std Dev



:8.0

Path Loss Law Exponent


:4.0

Distance between Node Bs


:1200.0 m

Max number of simultaneous UpPTS Tx
:8.0

Sync sequ Tx Power



:37.0 dBm

UpPTS RX power max error


:2.0 dB

Number of simulation loops


:2000
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Figure 4: CEC sequences and UppUpUpPTS non detection probabilities versus target RX UpPTS power

 Figure 4 shows that for a given couple of Node B spacing and CEC TX power, a smart set up of the UpPTS RX target is sufficient to obtain very low Non Detection probabilities both for UpPTS and CEC.

For example, based on Figure 4, a value between -95 dBm and -90 dBm would provide good results: -93 dBm has been selected for the simulation illustrated summarised in Figure 5 and Table 2 where CEC SIR cdf, UpPTS SIR cdf and corresponding non detection probabilities are given.     

Simulation conditions: 

 Shadowing Std Dev


:8.0

 Path Loss Exponent


:4.0

 Dist between Node Bs

:1200.0 m

 Max UpPTS simult Tx

:8.0

 Sync sequ Tx Power


:37.0 dBm

 Target UpPTS RX power

:-93.0 dBm

 UpPTS RX power max error

:2.0 dB

 Number of simulation loops

:4000 
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Figure 5: CEC sequences and UpPTS SIR cdf after correlation 

Conditions
Non Detection Probability (%)

UpPTS detection with 1 CEC transmitting neighbour
5.12

UpPTS detection with 2 CEC transmitting neighbours
11.4

CEC detection in UpPTS traffic
0.675

Table 2: Probability of Non Detection for UpPTS and CEC sequences

The results listed in Table 2 show that there is no need for blanking to obtain a sufficiently low probability of non detection (< 1%) and that the impact of the CEC sequence presence over UpPTS detection (and implicitly over RACH capacity) is reasonable even if 2 CEC sequences are received in the cell.

4. DwPTS and UpPTS Capacity losses analysis.

In order to compare the loss of resource implied by DwPTS and CEC based methods, a brief analysis using the previous chapter outcome can be done: 

· DwPTS-based method:

Assuming an average measurement rate per cell of 1 every 2 sec (HCR-TDD assumption) and taking into account that 4 neighbouring cells must be blanked for each cell measurement, a cell with 6 neighbours will have its DwPTS potentially blanked:

· 6 times with a probability of 4/6 (one for each of its neighbours measurement period) 

· plus once for its own measurement period 

which leads to an average blanking rate of 5 frames per 2 second (equivalently 200 frames) corresponding to a 2.5% DwPTS capacity loss.

· CEC-based method:

Based on the same measurement rate assumption and taking into account that 2 measurements can be done simultaneously without blanking, the DwPTS must be stolen once per 4 seconds only for CEC sequences listening leading to a 0.25% DwPTS capacity loss. 

Concerning the UpPTS capacity loss, due to the fact that 2 CEC can be transmitted simultaneously, the analysis must be done on a subset of 13 cells set as described in Figure 2:

Each cell transmits its CEC sequence every 12 s (corresponds to the 2 seconds measurement period) hence stealing 1 UpPTS per 12 seconds. Moreover, for each cell in CEC listening mode (or equivalently for each couple of CEC sequences transmitted) 1 cell among 13 receive 2 CEC implying a UpPTS non detection probability of 1,1.10-1  and 12 cells among 13 receive 1 CEC with a UpPTS Pnd of 5,1.10-2. Each cell having 6 neighbours which process one measurement per 2 seconds each, it leads to a (5,1.10-2 * 12/13 *6/2 + 1,1.10-1 * 1/13 *6/2 + 1/12)/100 = 0.25% UpPTS capacity loss. 


DwPTS capacity loss
UpPTS capacity loss

DwPTS-based method
2.5 %
0%

CEC-based method
0.25%
0.25%

Table 3: Capacity losses for a 2 seconds measurement cycle

In [4], it was claimed that a 0.6 seconds measurement cycle is necessary to obtain a sufficiently performing synchronisation in LCR-TDD, it leads to a 3.3 times higher capacity loss, compared to the 2 seconds case, summarised in Table 4.  


DwPTS capacity loss
UpPTS capacity loss

DwPTS-based method
8.3 %
0%

CEC-based method
0.83%
0.83%

Table 4: Capacity losses for a 0.6 second measurement cycle

5. Conclusion

In this contribution we simulated DwPTS-based and CEC-based Node B synchronisation methods to evaluate their SIR and detection performances. Then we used the simulations outcome to calculate the system DwPTS & UpPTS capacity losses. 

These simulations show that the DwPTS capacity loss implied by the DwPTS-based method is unacceptable and could be reduced by a factor of 10 at the cost or a small UpPTS capacity loss in using CEC-based method. 

For these reasons, the DwPTS-based method should not be used for Node B sync but and other methods using longer sequences such as CEC-based one should be selected for further works.
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