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1. Introduction
In  the AdHoc on NodeB synchronisation OTA for 1.28 Mcps TDD at WG1#23 meeting in Espoo, a discussion took place, where the different physical layer waveforms have been further discussed an no final decision on either of them could be made. The possible candidates where the following:

(a) usage of SYNC-DL sequences [6]

(b) usage of extended SYNC-DL sequences, where the first 64 chips are unchanged [2]

(c) usage of CEC codes [1]

This contribution investigates the required blanking rate for the different waveforms in case of applying the centralized approach, requiring full meshed connectivity and addresses the RACH capacity lost, which is inherent to the CEC method (because the CEC transmissions directly use the UpPTS) and which can also occur with the extended SYNC-DL sequences. Furthermore this contribution points out, why it is necessary to allow for a distributed mechanism, as already proposed at WG1#22 in Jeju and further discussed and analysed in [7].

2. Calculation of Blanking rate for centralized approach

Since it is claimed by the proponents of method (c), to overcome the high blanking rate for the centralized approach, a calculation was done, where the assumptions have been the following:

Frequency re-use:

1

Number of neighbours: 
6

Selected Approach:

centralized, only controlled by RNC





Full meshed connectivity is required
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To perform the centralized method, a matrix, containing the measurements, reported from all involved NodeBs has to be created. This Matrix is used by an RNC algorithm, to calculate the necessary timing updates, which are then instructed to the NodeBs via Iub messages.

The following 7X7 Matrix has to be created:
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Since a NodeB does not have to measure itself, 42 parameters are required to update the matrix.

2.1 Blankings with CEC method for 1 Matrix update

If we are considering the method (c) then for each measurement period, 2 CEC codes can be measured. For this purpose, the CEC code transmitting NodeBs have to blank their DwPCHs, because the CEC  sequence is transmitted instead of the DwPCH, while the listening NodeB also need to be blanked for listening. Furthermore the listening NodeB will not be able to detect the UpPCHs in that subframe, because the CEC and the UpPCH collide in the listening cell, too (in document [3] it is mentioned, that there might be the possibiilty to detect both CEC and UpPCHs, however the success of this is not guaranteed and will cost extra complexity in the receiver) .
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For the CEC method,  1 measurement allows for the detection of 2 parameters of the Matrix, therefore only 21 measurements have to be done for updating the matrix once.


[image: image4.wmf]update

matrix

per

ts

measuremen

parameters

t

measuremen

CEC

21

2

1

®

=


As discussed before, the DwPCHs of 3  cells has to be blanked for each measurement, therefore totally 63 blankings (3X21) are necessary for one update of the Matrix. Considering the whole set of 7 NodeBs this means, that each NodeB has to blank its DwPCH 9 times for each Matrix update (63/7 NodeBs). It also means that for each matrix updating, 9 UpPTS from UE for random access are lost for each NodeB. 

Considering the possibility, that the UpPCHs could still be detected [3], when interfered by CEC, this figure can become according to [3] as follows:

For each update of the Matrix: 6 UpPTS are completely blanked, 3 are according to [3] interfered with a probability of 11.4% by 2 CEC codes and 12 are interfered with a probability of 5.12% by 1 CEC code each = 7. These figures are strongly dependent on the cell range (600m) and will get worse if considering larger cell sizes.

2.2 Blankings with DwPCH method for 1 Matrix update

If we are considering the method, using the DwPCH, as already in the technical report, then for each measurement also 2 DwPCH codes can be measured. In order to allow for this measurement in sum 5 of the NodeBs have to blank their DwPCH transmission. One of them is the NodeB, that wants to listen to the both neighbouring NodeBs and the other 4 are blanked to allow for the detection at the listening NodeB.
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For the DwPCH method,  1 measurement allows for the detection of 2 parameters of the Matrix, therefore only 21 measurements have to be done for updating the matrix once.
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As discussed before, 5 NodeBs have to blank their transmissions (1 listening, 4 in order to reduce the interference). Totally 105 blankings (5X21) are necessary to update the Matrix once. That also means, each Node B has to blank its DwPCH 15 times for each matrix update (105/7). Here it shall be noted, that this method does not have any impact on the UpPTS and thus the RACH capacity.

2.3 Required frequency of updates and measurements

In order to get the final blanking rate for each NodeB, it has to be calculated, how often the update of the Matrix is necessary to achieve the required NodeB Synchronisation accuracy. For this calculation, the following assumptions are taken into consideration:

Clock accuracy: 

50 ppb = 0.050ppm (defined in WG4)

NodeB sync Accuracy
100ns 


(as defined in [6])
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Therefore the  Matrix has to be updated every 2 seconds.

For 3.84Mcps TDD, a single measurement can provide enough reliability, to directly update the matrix based on it. The reason for that is, that for 3.84 Mcps TDD it is possible, that only 1 NodeB is transmitting and all other NodeBs are listening, because their timeslots have been blocked for UE RACH attempts. Furthermore the PNBSB (Physical Node B synchronisation burst) in 3.84 Mcps TDD provides an enormous amount of processing gain (34dB) and multiple paths can be resolved much better due to the higher chiprate. 

However, this is different in 1.28 Mcps TDD, because the physical layer waveforms (a)-(c) (cf. section 1) can only provide a processing gain of 18-21dB and not all the neighbouring NodeBs can be switched off to reduce the interference for the measuring NodeB. In order to have very reliable measurements even for those physical waveforms, each Matrix update has to be based on the average of multiple measurements. An averaging of about 10 measurements is necessary to provide the high reliability, which is needed for NodeB synch,  i.e. the NodeB has to do a measurement cycle every 0.2 seconds. This value is chosen, to obtain a similar performance as for 3.84 Mcps TDD, however also an updating cycle each 600ms seems to be practical, as simulations with advanced processing techniques show [8]. These measurements will be averaged within the NodeB and provided in a message every 2 seconds to the RNC.

This results in doing a full measurement cycle each 40 subframes, which relates to 200ms. If we now consider the values from section 2.1 and 2.2, it becomes clear, that neither the CEC nor the DwPCH (and analogous to that also not the method (b) ) can be operated at a reasonable blanking rate of the DwPCH in the centralized approach. 

For the CEC codes, nearly every 5th subframe had to be blanked (and every 6th subframe gets lost for UpPTS, this means a lost more than 17%) and for the DwPCH method every 3rd subframe had to be blanked. These high blanking rates forced us to rethink the approach.

3. Introduction of distributed approach 

In order to overcome those problems in special scenarios, the distributed approach has been proposed and included into the TR at WG1#22 in Jeju as an additional approach for certain scenarios. This approach greatly reduces the number of blankings, that are necessary, in order to achieve NodeB Synchronisation, by reducing the number of measurements, that have to be done, by 6.  This is possible, because with this approach, a NodeB only has to measure the time difference to 1 neighbour and corrects autonomously its timing. The number of DwPCHs, that have to be blanked, in order to perform NodeB Synchronisation, is also reduced by 6 and therefore the distributed approach works well for all investigated waveforms (a)-(c).

4. Rach capacity loss for methods (b) and (c)

The proposed methods (b) and (c) use the the GP and method (c) also uses parts of the UpPTS for their transmissions. From the analysis in section 2 and from the analysis in [4] the main difference, that can be observed is, that for method (b) the overlapping probability is lower than that of method (c), because an overlapping for small cells (r<4Km) only occurs, if the initial timing advance does not fit within the UpPTS. 

Method (c) uses the UpPTS for the CEC code transmission. Therefore in both, in the receiving and also in the transmitting cell, the UpPTS is blocked or interfered. This means, that the impact to the RACH for method (c) seems to be more serious than that of method (b). 

Furthermore the backward compatibility to Rel4 UEs and the compatibility with UE positioning seems to be fulfilled for the extended SYNC-DL code method (b) but not  for the method, using the CEC codes (c).

Since both methods provide nearly the same processing gain, but the impact to the system (RACH, HO, backward compatibility, UE positioning) is very different, the method using the extended SYNC-DL sequences (b) is seen as the better choice for increasing the processing gain. 

In [4], the capacity lost on the UpPTS and thus on the RACH is studied. The resulting UpPTS lost was calculated in [4] to be around 1.7% in case of blanking 1 subframe each 50 subframes in large cells, which will of course be addressed by 1.28 Mcps TDD. If we now consider the necessary rate of blanking of 1 subframe per 16 subframes, which has been proven to be necessary by combined system- and linklevel simulations [5], this value has to be multiplied by 3.125  (50/16).

This results in a UpPTS lost probability for method (b) of around 5.3% in large cells (r>4Km) at the blanking rate at 16.  Furthermore it is still not clear to us, what benefit in terms of blanking is actually achieved with applying these 3dB more processing gain.

 5. Conclusion

In this paper the calculation effort for NodeB synchronization, running in the centralized approach, has been investigated. It was shown, that in some scenarios, a high number of measurements will be necessary, which will results in high blanking rates of the DwPCH and also for the UpPTS in case of method (c) using the UpPTS for CEC code transmission.

It was furthermore shown, that also allowing for a distributed approach offers the possibility to reduce the necessary blanking rate significantly and thus allowing for any proposed method DwPCH (a), extended DwPCH (b) or CEC (c) to work very efficiently.

Since the method (a) works very well without any impact to the system, method (b) could be included only as an optional extension for method (a), and could be used in the system if the capacity loss and cell range limitation is justified by the expected gain. The decision on the actual sequence extension i.e. whether it is a ‘gold code sequence’ or any other sequence, shall be left open until the next WG1 meeting #24 in Orlando.
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