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Introduction

At WG1#22 in Jeju, an adhoc session on TDD issues took place. There were several suggestions and proposals for modifications to the technical report, to report about possible solutions and potential optimisations. However, we decided, to come up with a single proposed revision of the respective report. In this document we presents a joint text-proposal for the technical report on NodeB synchronisation [TR25.868], based on discussions in the adhoc-session.

Conclusion

We suggest to update the technical report for NodeB synchronisation, according to the text-proposal, attached in Annex A of this document.

Annex A

Begin of proposed Modification of  Technical report 25.868

7.2
Node B on air synchronisation procedure by the DwPCH

The methods described in this section make use of the DwPCH to achieve Node B synchronisation over the air. Two options are investigated in the following sub-clauses: 

· the centric option, which defers to the RNC all timing computations

· the distributed option, which leaves the maintenance of the synchronised status to the Node B by performing the timing adjustment
7.2.1

DwPCH centric solution 
This section describes  an example of how the RNC may implement a Node B and Cell synchronization procedure using over the air measurements including the measurement of one cell's DwPCH transmissions by other cells. 

The synchronization procedure is based on making use of the transmissions of the DwPCH from neighboring NodeBs based on an RNC schedule. The timing offset measurements are reported back to the RNC for processing. The RNC generates cell timing updates that are transmitted to the Node Bs and cells for implementation. The synchronization procedure has three phases, the frequency acquisition phase, the initial phase and the steady-state phase. For Node Bs and cells with high accuracy frequency references, the frequency acquisition phase may be omitted. The procedure for late entrant cells is slightly different and is described separately.

Frequency Acquisition Phase

The procedure for frequency acquisition is used to bring cells of an RNS area to within frequency limits prior to initial synchronisation. This phase would allow cells to use low cost reference oscillators with accuracies in the order of several ppm. No traffic is supported during this phase:

1  The cell(s) identified as master time reference (e.g. containing the GPS receiver or connected to an external time reference) shall transmit the SYNC_DL on DwPCH continuously 

2
Initially all other cells shall be considered as unlocked (i.e. not in frequency lock).

3
While being in this state, a cell shall not transmit, but shall listen for transmissions from other cells. The cell shall perform frequency locking to any transmission received.

4
When a cell has detected that it has locked its frequency to within 50 ppb of the received signal it shall signal completion of frequency acquisition to the RNC and begin transmitting the own SYNC_DL .
5
When the RNC has received completion of frequency acquisition signals from all cells the frequency acquisition phase is completed.

Initial Synchronisation

For Initial Phase, where no traffic is supported, the following procedure for initial synchronisation may be used to bring cells of an RNS area into synchronisation at network start up.
1.
The RNC sends a request over the relevant Iub to the cell(s) with a timing reference (e.g.GPS) for a timing signal. The RNC adjusts its clock appropriately, compensating for the known round trip Iub delay. 

2.
The RNC sends timing updates over the Iub to all the cells, apart from the one containing the GPS, instructing them to adjust their clocks towards its own timing. Each of the timing offsets is again adjusted by the Iub round trip delay for that cell. 

3.
At this point, none of the cells is supporting traffic. All cells are instructed to transmit their own SYNC_DL and listen to specific SYNC_DL from neighboring cells based on RNC schedule for initial synchronisation.

4.
The cells those listen for transmissions and successfully detect other cells’ DwPTSs shall report their timing and received S/(N+I) to the RNC over the relevant Iub. Knowing the schedule, the RNC is able to determine the cells which made the transmission and place a measurement entry in the relevant place in its measurement matrix. After all cells have made their transmissions, the RNC computes the set of updates which will bring the cells nominally into synchronization.

5.
Steps 3 and 4 are repeated several times (typically 10). This serves two purposes:

· The rapid updates allow the correction of the clock frequencies as well as the clock timings to be adjusted in a short space of time. This rapidly brings the network into tight synchronization.

· The S/(N+I) values are averaged over this period. This provides more accurate measurements (averaging over noise and fading), which can be used in the automatic generation of a measurement plan.

6.
The S/(N+I) values are used, automatically, to plan a measurement pattern. This is performed as follows:

· A matrix of minimal connectivity is computed on the basis of designating pairs of cells are minimal neighbours if either their estimated average S/(N+I) exceeds a threshold or if they have mutual neighbours.

· The set of cells is divided into partitions of cells. Each partition must satisfy the requirement that no pairs of cells within that partition are minimally connected.

Steady-State Phase

The steady-state phase is used to maintain the required synchronisation accuracy. With the start of the steady-state phase, traffic is supported in a cell. A procedure that may be used for the steady-state phase make use of the DwPCH transmissions.

7.
All of the cells are arranged to transmit its own predetermined SYNC_DL and receive specific other SYNC_DL from neighboring cells according to the above procedure. All cells report the reception timing for the specific SYNC_DLs back to the RNC.

8.
At the end of each cycle, the RNC collates the information. In general there should always exist a path of bi-directional valid measurements that link every cell either directly or indirectly to the cell with UTC capability. However, the model is arranged such that only those cells which have such a path will be updated on any given occasion.

9.
The process of transmissions/measurements and updating then continues indefinitely.

Late entrant Node Bs

A procedure that may be used for introducing new cells into an already synchronised RNS is as follows:

The scheme for introducing new node Bs into a synchronized RNS is as follows:

1.
The late entrant Node B cells are instructed to listen to specific SYNC_DL from neighboring cells based on RNC schedule for its initial synchronisation..

2. After this time the late entrant Node B can measure the timings of DwPTS transmissions received from specific Node Bs from neighboring cells and report these to the RNC. In turn, the RNC specify a SYNC_DL and can give the late entrant Node B its own schedules for SYNC_DL measurements of neighboring NodeBs.

7.2.2
DwPCH distributed solution 

This section describes  an example of how the RNC may implement a Node B and Cell synchronization procedure using over the air measurements including the measurement of one cell's DwPCH transmissions by other cells. This method intends to reduce the necessarily required high blanking rate of the method in 7.2.1.

The synchronization procedure is based on making use of the transmissions of the DwPCH from neighboring NodeBs based on an RNC schedule. The timing offset measurements are used in the NodeB, to adjust the timing to a neighbouring NodeB, depending on the configuration by the RNC. The RNC generates schedules, which define the blanking rate and time for the DwPCH of a Node B. The synchronization procedure has two phases, the initial phase and the steady-state phase. The procedure for late entrant cells is slightly different and is described separately.
Initial Synchronisation

For Initial Phase, where no traffic is supported, the following procedure for initial synchronisation may be used to bring cells of an RNS area into synchronisation at network start up.
1.
The RNC sends a request over the relevant Iub to the cell(s) with a timing reference (e.g.GPS) for a timing signal. The RNC adjusts its clock appropriately, compensating for the known round trip Iub delay. 

2.
The RNC sends timing updates over the Iub to all the cells, apart from the one containing the GPS, instructing them to adjust their clocks towards its own timing. Each of the timing offsets is again adjusted 

3.
At this point, none of the cells is supporting traffic. All cells are instructed to transmit their own SYNC_DL and listen to specific SYNC_DL from neighboring cells based on RNC schedule for initial synchronisation.

4.
The cells those listen for transmissions and successfully detect other cells’ DwPCHs shall report their timing and received SNIR to the RNC over the relevant Iub. .

5.  Steps 3 and 4 are repeated several times (typically 10). This allows more accurate timing measurements to be performed. It also allows the SNIRs to be averaged over any fading to produce reasonably accurate entries for the path loss matrix.

6. The NodeBs adjust their timings according to adjustment commands received from the RNC based on the measurements above.The RNC forms a path gain matrix from the average of measurements reported to it from the various NodeBs. This is used for setting up the schedules for the steady state phase

7. 
The RNC also generates a table of path delays between NodeBs which can hear one another. The relevant entries of this table are communicated to the NodeBs so that they can compensate for path delays when adjusting their clocks during the steady state phase
Steady-State Phase

The steady-state phase is used to maintain the required synchronisation accuracy. With the start of the steady-state phase, traffic is supported in a cell. A procedure that may be used for the steady-state phase make use of the DwPCH transmissions.

1.
All of the cells are arranged to transmit its own predetermined SYNC_DL and measure a specific other SYNC_DL sequence from a neighboring cell according to the above procedure. 

2.
The NodeB compares the observed time difference, considering the known propagation delay and corrects its own timing. 

3.
The process of transmissions/measurements and updating then continues indefinitely.
Late entrant Node Bs

A procedure that may be used for introducing new cells into an already synchronised RNS is as follows:

The scheme for introducing new node Bs into a synchronized RNS is as follows:

1.
The late entrant Node B cells are instructed to listen to SYNC_DL sequences from neighboring cells ..

2.  
After this time the late entrant Node B can measure the timings of DwPCH transmissions received from specific Node Bs from neighboring cells and reports these to the RNC. In turn, the RNC specify a SYNC_DL and can signal the late entrant Node B its schedule for SYNC_DL measurements of a neighboring NodeB.
7.2.2.1 Some seen drawbacks by the opponents

1. Possible loss of control and supervision over network synchronisation operations. What happens if a Node B doesn’t synchronise properly?

2. Steady state phase relies on a radio environment snapshot that has been captured during the initial phase and may quickly not be valid any more.

3. Iterative synchronisation of several slave Node B’s in reference to a single master Node B.

7.3
 Node B on air synchronisation procedure by extended synchronisation sequences

The method described in this section makes use of new synchronisation sequences, with respect to the ones currently defined by the standard. Actually, two alternative sequences are proposed of 128 or 192 chip length respectively; both sequences extend the DwPTS transmissions over the guard period  and  also the UpPTS (7.3.1) . 

Due to the longer duration, both sequences increase the processing gain with respect to what can be achieved with the DwPCH; therefore a reduction of the blanking rate with respect to the method described in section 7.2.1 is expected, though how much blanking rate can be reduced is still to be investigated.
Furthermore, the extension over the guard interval and the UpPTS (7.3.1), requires detailed investigations about possible impacts to the system performance.

In particular, some seen drawbacks by the opponents are:

· make use of GP by transmissions (frame structure)

· blanking of UpPCH accesses (lost RACH capacity), 

· claimed gain is seen questionable, because UEs would try to access the system (no signalling on “forbidden” timeslots is possible)
· possible problems in HO, because UpPCH can not be received 

· unclear, what this means to UE – positioning, because with DwPCH it was possible to reuse the blanking for IPDLs for UE Positioning (method in 7.3.1)
7.3.1
CEC sequences

This method is based on using both DwPTS and UpPTS time slots to transmit dedicated sequences for Node B synchronisation. The transmitted sequences are 192 chips long CEC (Concatenated Extended Complementary) sequences. In addition to the 3 dB extra processing gain brought by their higher length, they present a 32 chips wide perfect correlation window around the main peak and allow 2 Node B’s to transmit their sequences simultaneously in steady state phase without interfering to each other in the tracking phase .
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Figure: Structure of the combination of the CEC implementation for Node B synchronisation

At first, the sequence detecting performance for the Node B synchronization can be improved due to the 3dB extra processing gain brought by the CEC sequences in regards of sync_DL sequences. Then a second gain comes from the possibility for dual Node B transmission. By properly selecting the Node B for the transmission of the second sequence, the need for first interferer blanking is avoided and even replaced by a second measurement. It then appears that the number of blanked sub-frames due to Node B synchronization can be reduced. In addition, signalling amount over Iub is expected to be reduced since there is no need for signalling to the Node B which sequence to correlate with.

The DL / UL separation is shifted at the end of the CEC sequence but not reduced. The impacts to the system performance due to the blocking of RACH procedure should be investigated further by simulation. The expected extra performance gain due to the perfect correlation window must be investigated as well.
7.3.2 
Extended SYNC_DL sequence using Gold sequence

This method is based on using an extended SYNC_DL sequences with the length of 128 chips which consists of first 64 chips, beeing the orignal SYNC_DL sequences and the second 64 chips is the modified Gold sequence. 

The procedure based on extended SYNC_DL sequence is similar to the procedure based on DwPCH centric solution described in 7.2.1.. The extended sequence will be transmitted in DwPTS and the first 64 chips of the GP after the DwPTS during Node B synchronization.
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Figure: Structures of DwPTS and GP and UpPTS
Since the extended SYNC_DL sequences have the double length of the original SYNC_DL sequences, their processing gain is increased by 3dB, compared with the method based on DwPCH. The detecting performance of sequence for the Node B synchronization can be improved due to the increase of the processing gain. This will appear that the required transmission power of sequence for Node B synchronization can be decreased, which results in the number of the blanked sub-frames due to Node B Synchronization can also be reduced. In addition, no more signaling for extended sequences is  needed since it gives the one-to-one mapping between SYNC-DL sequence and extended sequence.

Due to the longer sequence, the length of GP is changed from 96 chips to 32 chips, the impacts to the system performance due to the blocking of RACH procedure should be investigated further by simulation.

7.4 
Potential Improvements for Handover
{only section numbering modified from here on}
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