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1.0 Introduction

In this contribution the scheme proposed in [1] is simplified by removing additional blocks proposed in the channel coding chain while still retaining the exact same performance as in [1].

Conventional means of defining a puncturing pattern, such as the rate matching algorithm of Release ’99 [3] are unable to provide the necessary smooth and flexible transition between coding rates and hence obtain the full benefits that IR has to offer when permitted by the UE. Current proposals such as [8], [9] and [10] reflect this in their inability to offer full IR transmission without repeating previously transmitted codeword bits thus in effect being a cross between chase and true full IR. The penalty such schemes suffer due to the resulting increase in coding rate also has the knock on effect of limiting the potential of bit priority mapping schemes such as that proposed by Samsung in [5] which show ever increasing performance gains at lower coding rates. Furthermore, none of these schemes offer full flexibility in choice of re-transmission, whether it be constraining oneself to full IR unless retransmissions are of large enough size as in [8] and [10], being unable to support re-transmission of any size as in [9] or indeed, being only able to support re-transmissions of equal size as in [11].

In this contribution a simple IR scheme based on block interleaving and symbol priority mapping is proposed. The proposed scheme has the following attributes:

· flexible and fine-grained support of predefined redundancy versions at each transmission with progressive reduction in effective coding rates, 

· support for Full and Partial forms of both Chase combining and IR 

· re-use of a significant number of symbol interleaving and permuting structures from the Release 99 specification, with associated reduction in UE engineering effort, and

· support for systematic bit priority mapping onto the most reliable QAM constellation component bits.

· simple coding chain as per Release’99.

· channel interleaving and puncturing performed simultaneously in one block interleaving step.

2.0 Hybrid ARQ with Full IR (Proposed Scheme)

The proposed scheme is shown in Figure 1. 
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Figure 1 - Reference channel coding model for HSDPA.

The transport block concatenation, CRC attachment, and code block segmentation functions are identical to those defined for Release ’99. Channel coding also proceeds according to the Release ’99 rate-1/3 turbo-encoder function specification. The rate matching and incremental redundancy functionality is implemented as a two step process – specifically Block Puncture Interleaving followed by Redundancy Version selection both of which are described in the next section. Preferably a Virtual Bit Priority Mapper (VBPM), similar to that proposed by Samsung in [5] follows next, however a signal constellation rearrangement scheme similar to that proposed by Panasonic in [6] can also be supported in conjunction with or instead of the VBPM at this or a later stage.  Finally the Physical Channel Segmentation and  Physical Channel Mapping functions follow those defined for Release ’99, with the Channel interleaving function becoming redundant because of the earlier Block Puncturing interleaver.

2.1 Block Puncturing

In the proposed puncturing scheme, the un-punctured codeword bits are separated into a “Systematic” and a “Parity” stream denoted by 
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 as shown in Figure 2. Each stream is read into an 
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 block matrix interleaver while the tail bits are buffered separately and are later appended onto the unpunctured instantaneous codeword
. The number of rows in each interleaver, 
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) and is determined in exactly the same manner as the turbo code internal interleaver defined for Release ’99 in step 2 of section 4.2.3.2.3.1 of 25.212 [3].
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Figure 2 - Entering codeword into puncturing matrices

Data is read in a column-wise fashion from right-to-left into each interleaver as shown in Figure 3, with dummy bits padded if 
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. These dummy bits are later pruned away when reading the codeword data row-wise from top-to-bottom out from the matrix similar to section 4.2.3.2.3.3 of Release ’99 25.212 [3].

To facilitate flexibility in supporting variable coding rates, both columns and rows are permuted prior to reading out of the block matrix contents. As an example of the benefit of row and column reordering, consider the case where 
[image: image18.wmf]30

row

N

=

 and 
[image: image19.wmf]100

col

N

=

. If the first two rows were to be read out, then without reordering the codeword bits would correspond to the 29th, 30th, 59th, 60th, 89th, 90th, ... stages in the encoder trellis. However, by swapping row 29 with row 15, then the transmitted codeword bits become those at the 15th, 30th, 45th, 60th, 75th, 90th, … stages in the encoder trellis, a more homogenous and therefore desirable distribution. In permuting the columns, we ensure no sub-block section of the trellis is neglected when only a portion of a row is read out to form the transmitted codeword. The same row permutation is proposed for both the systematic and parity interleavers and is that defined by Table 7 in section 4.2.11 in 25.212 [3].  On the other hand, different column permutations, given in the appendix in section 5.1, are proposed for each interleaver and are derived directly from the intra-row permutations of the Release ’99 Turbo code internal interleaver defined in section 4.2.3.2.3.2 in 25.212 [3].
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Figure 3 - Column-wise insertion, row-wise extraction

After row and column permutation, the desired number of codeword bits can then be read out in row-wise fashion. Using the notation of Figure 2, if the desired number of parity bits is an odd number and if 
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 is the last symbol read from the Parity interleaver, then the parity bit 
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 is used as a codeword bit while the parity bit 
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In the case of the Parity interleaver the maximum number of rows that can be transmitted 
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denote the total number of Soft Metric Locations (SML’s) provisioned at the UE, 
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denote the number of tail bits per code block and 
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 MACROBUTTON MTPlaceRef \* MERGEFORMAT (1.1)

Note that all the independent variables in equation 
(1.1)

 are derivable at the UE following delivery of the signaled HARQ information on the HS-DSCCH. When more coded bits are required than can be obtained by reading to the end of the  GOTOBUTTON ZEqnNum659379  \* MERGEFORMAT th row, 
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, reading may continue by wrapping around to the beginning of the first row of the same or a different interleaver. One consequence of which is to allow coding rates less than 1/3. Once the desired number of codeword bits is read from both block interleavers, the buffered tail bits are then appended completing the desired instantaneous codeword.

2.2 Redundancy Version Selector

As the number of codeword bits read out from the Systematic and Parity block interleaver may differ, the proposed framework allows for both chase and IR coding schemes. In order to support different redundancy versions, any row may be assigned as a starting point at which to commence reading. The preferred approach is to pre-define a static set of eight redundancy versions. Each redundancy version 
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). Coded bits are read from the selected starting row until either the desired number of bits has been read or the end of the 
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th row is reached. In the case the end of the 
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th row is reached, reading then continues from the first row of the other interleaver as shown in Figure 4.  Starting rows are computed such that they are equally spaced throughout the lowest rate codeword supported by the UE. The procedure for their computation is as follows;
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Figure 4 - Redundancy version wrap around

One aspect of these redundancy versions in this proposal is that their numbering does not suggest a particular order of transmission. For example, if the lowest supported coding rate by the UE for a particular transmission is 1/3 then the redundancy versions shown in Figure 5 apply. If on the first transmission 
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 is signaled with enough codeword bits to result in a rate 3/5 code (all systematic bits and first 10 rows of parity interleaver transmitted), the scheduler is permitted choose 
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 for the second transmission. Similarly, if in the first transmission a rate ¼ code with 
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 is selected (both interleavers transmitted with Systematic interleaver repeated), 
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 might be selected for the second transmission.

Using this simple approach the selected redundancy version sequence adjusts naturally to support Chase, partial and full IR schemes. 
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Figure 5 Redundancy versions for rate 1/3

2.3 Virtual Bit Priority Mapper

The next element in the proposed encoding chain is the Virtual Bit Priority Mapper (VBPM). The performance of the IR scheme can be further improved by taking advantage of priority bit mapping.  Priority bit mapping is based on utilizing the differing bit reliability offered by higher order constellations (16-QAM or higher) [5]

 REF _Ref526770644 \r \h 
 \* MERGEFORMAT [6]. It is well known that systematic portions of a turbo codeword are of greater importance to decoder performance than the parity portions. It naturally follows that system performance can be further improved by placing systematic bits in positions of high reliability if a high order constellation is used.  

Figure 6 show an example of the proposed virtual priority bit mapping for the case of 16-QAM modulation where a grouping of four bits is used to define one symbol. Here, the four bits are denoted 
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due to the nature of the constellation [6]. In Figure 6 codeword bits are taken from the Systematic and Parity puncturing block interleavers and read into a 
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 in the case of 16-QAM. Once the 
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 bits have been read into the VBPM, they are treated in a 
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bit symbol wise fashion and are read out onto the subsequent stage of the coding chain. Thus the VBPM is a ‘on the fly’ approach to bit priority mapping.

Consecutive systematic codeword bits are read code block wise and then from left-to-right row-wise into the VBPM array as shown in Figure 6. A simple yet effective approach to implementing the VBPM is given in the appendix in section 5.2. The output of the VBPM is a sequence of QAM symbols or bit vectors (a vector of 4 bits in the case of 16-QAM and a vector 2 bits in the case of QPSK). It is well known that alternately reversing codeword bit reliability during re-transmissions results in further performance improvements [6]. The same principle can also be applied to the VBPM by reversing the sequence of high and low priority bits, incurring the extra bit required to signal this reversal to the UE.
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Figure 6 – Virtual Bit priority mapping for 16-QAM

2.4 Physical Channel Segmentation

Next, the physical channel segmentation algorithm given in section 4.2.10 of 25.212 [3] is used with a slight modification. Instead of applying the algorithm on bits, it is applied on the QAM symbols/bit vectors output from the Symbol Mapper described in the previous section.

2.5 Physical Channel Mapping

Finally, the physical channel mapping described in section 4.2.12 of 25.212 [3] is applied, again with substitution of QAM data symbols for bits.

2.6 Bit Requirements to support the scheme

Table 1 shows the bit requirement to support HARQ operation for the proposed IR scheme.  It may be noted that a total of 8 bits is required to support the scheme.  However, the number of bits can be easily reduced to 7 if the number of redundancy versions is reduced by a factor of 2.

Table 1. Bit Requirements to support HARQ

	Parameter
	HS-SHCCH

	
	Min 
	Prop
	Max 

	FHARQ channel#
	3
	3
	3

	FHARQ IR bits
	3
	4
	4

	FHARQ new packet
	0
	1
	2

	Total
	6
	8
	9


3.0 Conclusions

A generalized high performance and flexible IR scheme has been proposed.  It is recommended that this scheme be adopted for 3GPP HSDPA.
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5.0 Appendix

5.1 Column Permutation

1. Select a primitive root 
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 from table 2 in section 4.2.3.2.3.1 in [3], which is indicated on the right side of the prime number 
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3. Assign 
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[image: image71.wmf]P

q

,the prime integer associated with the Parity interleaver to be a least prime integer such that 
[image: image72.wmf](

)

..,11, 6

PP

gcdqpq

-=>

, where g.c.d. is greatest common divisor.

4.  Perform the column permutation for the 
[image: image73.wmf]th

i

interleaver, 
[image: image74.wmf]{

}

,

iSP

Î

as

If 
[image: image75.wmf]()

Cp

=

 then


[image: image76.wmf](

)

(

)

(

)

(

)

(

)

(

)

{

}

mod1, 1,2,,2, and 10, ,

iii

UjsjqpjpUpiSP

=´-=--=Î

L

,

where 
[image: image77.wmf](

)

i

Uj

 is the original bit position of the j-th permuted bit of the i-th interleaver.

end if
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 is the original bit position of the j-th permuted bit of the i-th interleaver.

end if

5.2 Virtual Bit Priority Mapper
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� Where the “instantaneous codeword” is the codeword transmitted in a specific TTI 
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