TSG RAN WG1 #22




  

TSGR1(01)1204

Jeju, South Korea, 19th – 23rd November 2001

Agenda Item:


Source: 
Philips

Title:
Performance Requirements for Channel Quality Signalling
Document for:
Discussion

1. Introduction

The current working assumptions for HSDPA allow for the possibility of signalling Channel Quality Information (CQI) on the uplink to assist the Node B in its choice of MCS for the DL packets. 

In this paper, we consider the details of CQI transmission.

The current working assumption for the UL signalling is that there would be two fields over a 3-slot period on a DPCCH with SF256: one slot (10 bits) for ACK/NACK, and two slots (20 bits) for CQI, as shown in Figure 1 below:
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Figure 1: Current working assumption for UL signalling for HSDPA
For Release 5 it seems reasonable to assume that the CQI field would contain a 20 bit codeword representing a single channel quality. It is of interest to determine the number of information bits required and the reliability of the signalling. 

The performance requirements appear to be as follows:

(1) High enough probability of correct detection of CQI

(2) Low undetected error rate in CQI

(3) In the case of undetected errors in CQI, minimum error magnitude in decoded quality value

(4) Reasonable transmission power requirements to meet (1) and (2) 

The importance of reliable CQI and impact of errors on HSDPA throughput is highlighted in [1].

2. Discussion

2.1 Number of information bits

Current proposals have suggested that 4 or 5 information bits would be required. If we assume a dynamic range of about 30dB (covering from –10dB to +20dB C/I), this implies a quantization step of around 1dB (5 bits) or 2dB (4bits).

2.2 Channel coding

Various options for channel coding are possible, for example bit repetition of a natural binary code (NBC) or a block code. 

The requirement for transmission of the quality metric could be specified in terms of a codeword error rate, as well as the error in the quality value itself (e.g. R.M.S. error in reported SIR). In either case the minimum distance properties are of interest.

As an optimum binary code, we consider BCH codes of length 31, and assume shortening to 20 bits. For 3, 4 or 5 information bits this corresponds to a BCH code of (31,16) shortened to (20,5), which has a minimum distance of 7. For 6 to 10 information bits a (31,21) code could be shortened to (20,10), which has a minimum distance of 5. See [2].

Any unused information bits could be used to repeat the MSB(s) of the quality metric, which may allow improved decoding performance.

We also consider the scheme proposed by LG in [1]. Here an 8 bit CRC is appended to the information bits (quality metric) and the result is convolutionally encoded. To estimate performance we can model this as equivalent to adding a CRC and then block coding (e.g. with performance estimates for shortened BCH). 

Number of information bits
Min distance for NBC with repetition
Min distance for BCH code
Min distance for NBC and 8 bit CRC
Min distance for BCH code and 8 bit CRC
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Table 1: Minimum distances for various coding options. This indicates error correction capability

Note that there is no advantage in error correction using a BCH code for less than 3 information bits.

The results for various coding options given in Table 1 show that a BCH code can achieve a minimum distance of 7 when sending 4 or 5 information bits. It can also be seen that adding a CRC considerably reduces the minimum distance.

Interestingly, if 4 information bits and a CRC are sent, there seems to be little advantage in using an error correction code, compared with NBC and bit repetition. 

2.3 Error Detection

As shown in [1], error detection capability is also of interest. An upper bound of undetected error probability for a CRC is given by 2N, where N is the number of CRC bits. An upper bound for BCH codes is given in [2] of 2-(n-k) where n is the length of the codeword and k is the number information bits.

Therefore, with the same amount of redundancy, a block code like BCH can achieve similar error detection performance to a CRC. This error detection capability will not usefully be improved by replacing parity check bits with CRC bits, since this will reduce error correction capability. Furthermore for a block code, the balance between error detection and correction can be determined at the receiver.

3. Possible Solution

Given the previous discussion it seems that the requirement for transmission of a 4 or 5 bit CQI in a 20 bit field can best be met by a block code. This would provide both error correction and detection capabilities as determined by the Node B. This code could be a shortened BCH code, this would allow well known efficient decoding techniques to be used. 

However, since the number of possible codewords is small (i.e. 16 or 32), a maximum likelihood decoder may be feasible. In this case an arbitrary data to codeword mapping could be used. This would have the advantage that the distance properties could be designed to minimise errors in the MSB’s of CQI.

It should be noted that the required reliability of CQI may depend on the reporting period. For example, with infrequent reporting, any errors are likely to have a bigger impact on system throughput.

Since the number of information bits is small, it appears that there is no advantage in adding a CRC compared with the use of a block code with error correction/detection capability.

4. Conclusions

Assuming that UE sends Channel Quality Information (CQI) with 4 or 5 bits resolution we propose the following:-

· A CRC is not applied to the CQI

· The CQI is protected by a block code

· The block code is either

(1) A BCH code, possibly with repetition of MSB’s of CQI

(2) A code designed to optimise distance properties such as to minimise errors in the MSB’s of CQI
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