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1. Introduction

Based on the discussion at the RAN WG1 HSDPA ad hoc meeting in Sophia-Antipolis, the physical downlink shared control channel (HS-SHCCH) carries HS-DSCH-related information as described in table 1.

Table 1: Downlink signalling parameters

Parameter
HS-SHCCH


Max. number of bits

Transport-format and Resource related information (TFRI)
14

HARQ-related information
6

UE specific CRC (implicit transmission of 10 bit long UE identification)
16

Total
36

In [1] the tentative structure of HS-SHCCH for FDD is illustrated. At this stage, it is assumed that the UE specific CRC of length 16 bits is calculated from the TFRI, HARQ information and UE identification. The TFRI information block includes 7 bits for dynamic code allocation, 1 bit for modulation scheme and 6 bits for transport format. Within the transport format field the TrCH id and transport block set size are to be signalled. Figure 1 depicts the current structure for TFRI signalling. Furthermore, the HARQ information block includes 3 bits for HARQ process identifier, 1 bit for new data indicator and 2 bits for redundancy version. Figure 2 depicts the current structure for HARQ signalling.


[image: image1.wmf]1

Code allocation

7 bits

Mod

1 bit

Transport format

6 bits


Figure 1: Structure of TFRI information block
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Figure 2: Structure of HARQ information block

With respect to the downlink channel structure based on the two-step approach it was agreed that there will be an overlap of max. 1-slot between HS-SHCCH and HS-DSCH TTI transmission. There are many open HS-SHCCH-related issues and the purpose of this contribution is to continue the discussion on the channel coding structure for HS-SHCCH. In [2] first examples on convolutional codes as well as block codes based on Reed-Solomon codes have been presented as starting point for the coding issue. This contribution addresses some aspects to be considered for further discussion on the coding structure of the shared control channel for HSDPA.

2. Requirements for selection of channel coding scheme

For the time being a residual error rate of 10-4 to 10-5 or better at which L1 provides HS-SHCCH information to Mac-hs is assumed. Further, referring to the discussion on UE capabilities for HSDPA [3], [4], [5], our understanding is that the signalling amount on HS-SHCCH is variable depending on the specific UE class. For example, if the number of allocated channelization codes for HS-DSCH operation is low, then the number of bits required for TFRI signalling can be reduced. In table 2 an example for UE capabilities is given, based on [3]. For the 768 kbps and 2.048 Mbps classes the support of HS-DSCH operation may be optional, whereas for the 7.2 Mbps and 10.8 Mbps classes the support of HS-DSCH operation is mandatory. Finally, due to the overlapping transmission of HS-SHCCH and HS-DSCH TTI of max. 1 slot, it is required that the resource-related control information carried on HS-SHCCH must be fast processed prior to the start of the corresponding HS-DSCH TTI.

Table 2: Example for UE capabilities

Parameter
UE class


768 kbps
2.048 Mbps
7.2 Mbps
10.8 Mbps

Maximum number of transport channel bits per HS-DSCH TTI
9600
9600
19200
28800

Maximum number of soft channel bits over all HARQ processes
28800
57600
115200
172800

Number of channelization codes
5
5
10
15

In conclusion, the following requirements are identified for selection of the channel coding scheme to be applied for HS-SHCCH:

· Reliable error protection,

· Flexibility for variable ranges of the downlink signalling parameters,

· Fast decoding capabilities of the information bits due to the fixed time offset (HS-DSCH-control between HS-SHCCH and the start of the corresponding HS-DSCH TTI.

Taking the above requirements into account convolutional as well as block codes come into question as potential candidates. Therefore, these types of codes are discussed in the following sections. As examples for block codes Reed-Muller codes and Reed-Solomon codes are considered.

3. Convolutional codes

Principally, convolutional codes can be used for encoding the information bits on HS-SHCCH. In Rel’99 two codes are specified in FDD [6]. These are

· Convolutional coding with code rate ½ and constraint length K=9 

· Convolutional coding with code rate 1/3 and constraint length K=9

An efficient implementation of the decoder can be realized by using the viterbi algorithm, providing coding gain due to soft-decision decoding. Further, despite of constraint length K=9, convolutional codes provide flexibility with respect to different code block lengths to be encoded, so that it is possible to separately encode the different information blocks on the HS-SHCCH with such codes. Finally, there is some potential for further optimization by using improved rate matching schemes. One method based on so-called “End Puncturing” has been described in [7]. However, convolutional codes have the drawback that they are optimal for uniformly distributed channel bit errors only. To avoid bursty errors in the data stream caused by channels with memory additional interleaving is required. But this would lead to additional delay in decoding.  This negative impact has to be taken into account in case convolutional codes may be applied for HS-SHCCH.

4. Reed-Muller codes

In Rel’99 two Reed-Muller (RM) codes are specified in FDD for TFCI coding [6]. These are

·  (32,10) sub-code of second-order Reed-Muller code 

·  (16,5) bi-orthogonal (or first-order Reed-Muller) code 

An efficient hardware implementation of the decoder can be realized by using the Inverse Fast Hadamard Transformation (IFHT). The complexity on hardware mainly depends on memory usage required for IFHT. In principle, Reed-Muller codes can be used for block encoding the information bits on HS-SHCCH. However, the RM codes as specified in Rel’99 may not be applied due to the following two reasons. Firstly, RM codes have the drawback that they are optimized for randomly distributed channel bit errors only. In case of burst errors the performance of these codes decreases. Secondly, the current code schemes do not satisfyingly cover the variable numbers of information bits to be encoded for each downlink signalling parameter as described in table 1. Thus, the current schemes have to be modified or new schemes have to be specified. How this may be achieved is outside the scope of this contribution. 

5. Reed-Solomon codes

As starting point for the discussion on block codes the class of Reed-Solomon (RS) codes have been presented in [2]. Due to their structure Reed-Solomon codes are systematic and symbol-wise encoding schemes. The maximum number of code symbols consisting of data and redundancy symbols is n = 2b-1 symbols. The number of data and redundancy symbols in a code word can be varied and depends on the required error protection level and the number of bits to be transmitted as well. In table 3 an example on the allowed combinations of data and redundancy symbols in case b=3 is presented. In total there exist 21 possible combinations. It may be noted that in case b=4 there exist in total 105 combinations. Furthermore, these codes are capable of correcting bursty channel errors. This means that an erroneous symbol of length b bits can be completely corrected independent of number and type of the bit errors within the symbol. Consequently, RS codes seem more promising than Reed-Muller codes for block encoding the information bits on HS-SHCCH.

Table 3: Number of data and redundancy symbols of RS codes in case b=3

Max. number of code symbols
Number of data symbols
Number of redundancy symbols
Symbol code rate

RS

n=7
1
1
½


1
2
1/3


1
3
¼


1
4
1/5


1
5
1/6


1
6
1/7


2
1
2/3


2
2
½


2
3
2/5


2
4
1/3


2
5
2/7


3
1
¾


3
2
3/5


3
3
½


3
4
3/7


4
1
4/5


4
2
2/3


4
3
4/7


5
1
5/6


5
2
5/7


6
1
6/7

In the following three examples are presented in order to illustrate the flexibility of RS codes for HS-SHCCH. For all examples it is assumed that HS-SHCCH uses SF=128.

Example 1:

In this example a basic Reed-Solomon code with symbol code rate RS=1/3 is considered as illustrated in figure 3. In table 4 the characteristics of this code are summarized.
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Figure 3: Basic structure of the single symbol correcting, double symbol detecting RS code

The size of each symbol is b=3, so that three adjacent bits each are grouped into a symbol. The number of data and redundancy symbols in a code word is 3 symbols. This code consists of one data symbol D1 and two redundancy symbols R1 and R2. The minimum distance of this code is dmin = 3 symbols. The redundancy symbols R1 and R2 can be calculated by a primitive polynomial g(x) of degree b=3. R1 and R2 are the coefficients of remainder polynomials (of degree < b) over GF(2). The coded symbols can be decoded fast by syndrome calculation.

Table 4: Characteristics of special Reed-Solomon code

Parameter
Value

Size of symbol
3 bits

Number of data symbols in a code word
1 symbol = 3 bits

Max. number of code symbols (data + redundancy)
3 symbols = 9 bits

Minimum distance
dmin = 3 symbols

Error correction capability
1 symbol

Error detection capability
2 symbols

Figure 4 depicts the coding process using the above basic RS code. In this example it is assumed that in total 36 information bits are to be transmitted on HS-SHCCH consisting of 14 bits for TFRI, 6 bits for HARQ information and 16 bits for UE specific CRC. Each information block is encoded separately by the RS code for enabling fast decoding. In addition, within the information block itself three adjacent bits each are grouped into a symbol and are also encoded separately. In case the number of bits in a symbol is less than 3, the remaining bit positions are padded with dummy bits, indicated by shadowed fields. At the end of the coding process the encoded information blocks are concatenated. Figure 5 shows the resulting structure of HS-SHCCH. It may be noted that in this example in total only 117 encoded bits are generated. Since this is less than 120 bits corresponding to SF=128, the remaining bit positions are tentatively assumed to be filled with dummy bits.
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Figure 4: Coding process for HS-SHCCH
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Figure 5: Resulting structure of HS-SHCCH

Example 2:

Figure 6 illustrates the basic Reed-Solomon code with symbol code rate RS=1/3 which is considered in this example. Table 5 summarizes the characteristics of this code.
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Figure 6: Basic structure of the single symbol correcting, double symbol detecting RS code

The size of each symbol is b=4, so that four adjacent bits each are grouped into a symbol. The number of data and redundancy symbols in a code word is 3 symbols. This code consists of one data symbol D1 and two redundancy symbols R1 and R2. The redundancy symbols R1 and R2 can be calculated by a primitive polynomial g(x) of degree b=4. 

Table 5: Characteristics of special Reed-Solomon code

Parameter
Value

Size of symbol
4 bits

Number of data symbols in a code word
1 symbol = 4 bits

Max. number of code symbols (data + redundancy)
3 symbols = 12 bits

Minimum distance
dmin = 3 symbols

Error correction capability
1 symbol

Error detection capability
2 symbols

Figure 7 depicts the coding process using the above basic RS code. In this example it is assumed that in total 32 information bits are to be transmitted on HS-SHCCH consisting of 12 bits for TFRI, 4 bits for HARQ information and 16 bits for UE specific CRC. Each information block is encoded separately by the RS code. In addition, within the information block itself four adjacent bits each are grouped into a symbol and are also encoded separately. At the end of the coding process the encoded information blocks are concatenated. Figure 8 shows the resulting structure of HS-SHCCH.  It may be noted that in this example in total only 96 encoded bits are generated. Since this is less than 120 bits corresponding to SF=128, the remaining bit positions are tentatively assumed to be filled with dummy bits.
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Figure 7: Coding process for HS-SHCCH
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Figure 8: Resulting structure of HS-SHCCH

Example 3:

Figure 9 illustrates the basic Reed-Solomon code with symbol code rate RS=2/5 which is considered in this example. Table 6 summarizes the characteristics of this code. The number of data and redundancy symbols in a code word is 5 symbols. This code consists of two data symbols D1, D2 and three redundancy symbols R1, R2 and R3. 
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Figure 9: Basic structure of the single symbol correcting, triple symbol detecting RS code

Table 6: Characteristics of special Reed-Solomon code
Parameter
Value

Size of symbol
3 bits

Number of data symbols in a code word
2 symbols = 6 bits

Max. number of code symbols (data + redundancy)
5 symbols = 15 bits

Minimum distance
dmin = 4 symbols

Error correction capability
1 symbol

Error detection capability
3 symbols

Figure 10 depicts the coding process using the above basic RS code. In this example it is assumed that in total 36 information bits are to be transmitted on HS-SHCCH consisting of 14 bits for TFRI, 6 bits for HARQ information and 16 bits for UE specific CRC. Figure 11 shows the resulting structure of HS-SHCCH. It may be noted that in this example in total only 105 encoded bits are generated. Since this is less than 120 bits corresponding to SF=128, the remaining bit positions are tentatively assumed to be filled with dummy bits.
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Figure 10: Coding process for HS-SHCCH
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Figure 11: Resulting structure of HS-SHCCH

6. Summary

In this contribution the discussion on the coding structure for the physical downlink shared control channel (HS-SHCCH) has been continued. Due to the agreed working assumptions related to the downlink channel structure and signalling parameters convolutional as well as block codes come into question. Therefore, these types of codes have been discussed. 

Principally, convolutional codes can be used for encoding the information bits on HS-SHCCH as they have been specified in Rel’99. Despite of constraint length K=9, they provide flexibility with respect to different code block lengths to be encoded. However, convolutional codes have the drawback that they are optimal for uniformly distributed channel bit errors only. To avoid bursty errors additional interleaving is required. But this would lead to additional delay in decoding. 

Reed-Muller codes can be principally used for block encoding of the information bits on HS-SHCCH. However, the Reed-Muller codes as specified in Rel’99 for FDD may not be applied due to the following two reasons. Firstly, Reed-Muller codes have the drawback that they are optimized for randomly distributed channel bit errors. In case of burst errors the performance of these codes decreases. Secondly, the current code schemes do not satisfyingly cover the variable numbers of information bits to be encoded for each downlink signalling parameter. Thus, the current schemes have to be modified or new schemes have to be specified. 

Due to their structure Reed-Solomon codes seem more promising than Reed-Muller codes. In order to illustrate the flexibility of Reed-Solomon codes for HS-SHCCH three examples have been presented. These codes are systematic and symbol-wise encoding schemes. The number of data and redundancy symbols in a code word can be varied and depends on the required error protection level and the number of bits to be transmitted as well. Furthermore, these codes are capable of correcting bursty channel errors. This means that an erroneous symbol of length b bits can be completely corrected independent of number and type of the bit errors within the symbol. 
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