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1 Introduction

Within the scope of Node B synchronisation via air interface for 1.28 Mcps TDD (Release 5), several methods are under consideration which differ over the physical resource they use to process the synchronisation (DwPTS, UpPTS, combination of both). A method based on measuring DwPTS's of the neighbouring cells has been proposed in [3]. This method prevents from stealing UpPTS resources but presents very limited processing gain and correlation properties which severely limit the accuracy and reliability of the timing measurements. In this document, another method adapted from "method 3" described in [3] is proposed. By using both UpPTS and DwPTS for the transmission of a special synchronisation burst, it allows to use  longer synchronisation sequences based on CEC (Concatenated Extended Complementary) sequences as described in [1] [2] and adopted in release 4 for 3.84 Mcps TDD and to benefit from their desirable correlation properties:

· A higher processing gain 

· A perfect channel estimation window, e.g. no auto-correlation side lobes at all around the main correlation peak in a window of adjustable size, whilst still exhibiting excellent auto-correlation properties outside this window.

· Reduced computational complexity due to the existence of low complexity receiver structures for Golay complementary pairs.

These properties ensure more accurate and reliable measurements and consequently allows less frequent measurements thus reducing the resource stealing ratio. 

Section 2 of this document presents the proposed method and the associated transmission scheme.  A detailed study of the CEC sequences for 1.28 Mcps TDD features including correlation properties, receiver structure and synchronisation complexity (both for initialisation and tracking ) is given in section 3. Section 4 contains the analysis of the method according to the list of criteria defined in [5]. Finally, section 5 summarises the main features of the method.

2 CEC sequence transmission over DwPTS and UpPTS slots 

This document proposes to use a combination of DwPTS, guard period and UpPTS slots accordingly to the 3rd method described in [3] and to transmit a 192 chips long special synchronisation burst. Similarly to the scheme selected in the Node B sync structure for 3.84 Mcps TDD, this synchronisation burst is a CEC sequence which brings the advantage of a perfect correlation window around the main peak, very desirable for synchronisation tracking purpose, and of fairly better asynchronous correlation properties. Moreover, due to its increased length, this sequence presents a 3 dB processing gain increase compared to the DwPTS based method proposed in [3], providing an increased reliability of the Node B sync process and allowing for the support of larger cells. 


[image: image1.wmf]GP(96 chips)

75µs

Golay S(n) (64 chips) 

Sext (32)     Golay G(n) (64 chips)

     

Gext (32)

TS #0

TS #1

GP

Ts 0

Ts 6

Ts 1

Ts 3

Ts 4

CEC sequence

(192 chips)

32 chips

 e(n)


Figure 1: Structure of the combination of the CEC implementation for Node B synchronisation

DwPTS, UpPTS and the guard period slots located in between are used for the CEC sequence transmission, however 32 chips and 96 chips long guard periods are kept before and after the sequence transmission preventing from increasing inter slot interference. Blanking of both UpPTS and DwPTS is necessary, implying an increase of collisions on UpPTS and delay for the RACH access. However, based on the worst 3.84 Mcps TDD hypothesis (1 transmission / measurement cycle per Node B every 2 seconds), the ratio of stolen resource is limited to 0.25%.
In this method, all the Node B's may use the same synchronisation sequence or some shifted versions of the same sequence, which can be received with the same receiver (as in 3.84 Mcps TDD): therefore one receiver only must be added in the Node B (instead of 1 for each of the 32 sync_DL codes in the DwPTS method). Moreover the complexity of a CEC receiver is lower than those of a single sync_DL correlator (see paragraph 3).     

Another consequence of using a unique receiver is that it brings a reduction of the signalling amount over Iub interface since there is no need for the RNC to signal to the Node B which sequence to listen to (or to correlate with).

Finally, it must be noted that this method doesn't imply the design and inclusion of new sequences in the specifications since the CEC sequences for 1.28 Mcps TDD can be generated directly from a truncated version of the Golay generators already defined in 3.84 Mcps TDD release 4. 
3 CEC features

3.1 CEC Receiver structure

The receiver is similar to CEC receiver for 3.84 Mcps TDD whose structure has been described in [1] and [2]: Instead of a simple correlation with the overall synchronisation sequence 
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Step (1) and (2) are efficiently implemented by EGC's (Enhanced Golay Correlator [8]), which simultaneously perform the correlations for the polyphase complementary pair [
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] . The resulting auto-correlation sum from step (3) exhibits a maximum correlation peak of  2N at zero time offset and has no secondary peaks inside the interval 
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. The auto-correlation sum inside this interval is a Dirac.

3.2 Correlation properties

In the particular context of Node B synchronisation for 1.28 Mcps TDD, a good choice for the length of the constituent Golay complementary sequences is 
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 chip as length of the Golay complementary sequences, a 32 chips ideal correlation window without any secondary peak for better synchronisation tracking efficiency is obtained. Figure 2 shows a comparison between typical aperiodic auto-correlation for CEC sequences and DwPTS codes.
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figure 2: Aperiodic auto-correlation properties for CEC- and DwPTS sequences

Table 1
 compares maximum-peak-to-side correlation (MAS) values and merit factor (MF) values for both CEC- and DwPTS sequences within the DwPTS correlation window. The values for the CEC-sequences are obtained for a Golay complementary pair as derived by the recursive relationship given in [7] with weight vector W=[W1 W2 … W6]=[1 1 -1 -1 1 1] and permutation vector P=[P1 P2 … P6] =[5 0 3 1 4 2] for 
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MAS
MF

DwPTS sequence
-16.1 dB
2.0

CEC sequence
-19.9 dB
4.4

Table 1: Comparison of typical aperiodic auto-correlation properties for CEC- and DwPTS sequences
CEC-sequence transmissions over DwPTS and UpPTS represent a very attractive choice for 1.28 Mcps TDD Node B synchronisation method. The CEC sequence aperiodic auto-correlation sum is zero inside an interval of adjustable size, which is the ideal case for the tracking scenario, where the approximate timing is known and has only to be searched for in a limited uncertainty period. Moreover aperiodic auto-correlation properties remain excellent even for time shifts larger than just this limited windows (see table 1 for comparison with DwPTS correlation) which is important for the initial synchronisation.

3.3 Receiver complexity

As stated earlier in section 2, the Node B synchronisation problem has 2 aspects, initial synchronisation and tracking. The first one leads to a correlation over a long period (5 frames according to 3.84 Mcps hypothesis) while the second needs only a few tens of correlation points. This implies that different receiver structures would be used for these 2 cases. Therefore, when comparing the receiver complexities, it is necessary to treat separately these 2 cases.  

3.3.1 Initial synchronisation

Prior to the initial Node B synchronisation on the air, the Node B is  coarsely synchronised by higher layer signalling with a timing uncertainty of +/- 25 ms, then on the air synchronisation is used to reduce this uncertainty below 5 us. Hence, during its initial sync, the node B has to correlate the received signal with its local replica over a period of 50 ms (64000 chips).  Typical computational complexities  are derived hereafter for both DwPTS and CEC sequences for an over sampling ratio of 2 and assuming an optimised FFT-based correlation for the DwPTS codes and an EGC-based one for the CEC sequences.  

DwPTS codes

Due to the size of the correlation window, the correlation is advantageously processed by a bank of FFT's in overlap save mode. The 50ms correlation is processed through 2000 overlapping 128-bit FFT's followed by 2000 times 128 complex multiplications and 2000 overlapping 128-bit IFFTs. Based on the well known FFT complexity the number of complex operations necessary for each initial synchronisation procedure is obtained as follows ( M = 64 is the code length and N=128 the FFT size): 

Number of complex multiplications 
= 2000 * [ 2 * (N/2)log2(N) + N]

= 2 048 000

Number of complex additions  

= 2000 * [ 2 * Nlog2(N) + M-1]






= 3 710 000

CEC sequences

Thanks to the Golay codes structure of CEC sequences, the correlation steps (1) and (2) can be processed by 1 EGC activated during 64000 + N2 + K chips and a 64000 + N2 + K chips sum, which leads to the following complexity (N2 = 64 is the length of the Golay codes and K=32 the size of the periodic extensions used to build the CEC sequence): 

Number of complex multiplications 
= (64000 + N2 + K) * 2 * [ log2(N2) ]

=  769 152

In the EGC, for the specific case of binary signal, multiplications are replaced by simple sign inversion, which means that the number of complex multiplications is in fact 0.

Number of complex additions  

= (64000 + N2 + K) * 2 * [ 2 * log2(N2) ] + (64000 + N2 + K)*2






= 1 666 496

Complex Adds
Complex mults

DwPTS codes
3 710 000
2 048 000

CEC sequences
1 666 496
0

Table 2: Comparison of initial synchronisation complexities for CEC- and DwPTS sequences
3.3.2 Tracking synchronisation

For the tracking, due to the small number of correlation points to process, the respective correlations will be typically FIR-based for DwPTS codes and EGC-based for the CEC sequences.  Assuming a maximum uncertainty of +/- 5 us the synchronising node B must correlate its local replica with the received synchronisation sequence over a period of 10 us, i.e. 13 chips which leads to the respective computational complexities detailed hereafter.

DwPTS codes
Since the correlator is a simple FIR filter of length 64 which is activated over 13 correlation points with an over sampling ratio of 2 , the complexity is simply: 

Number of complex multiplications

= 13 * 2 * M





  
= 1664

Number of complex additions  

=  13 * 2 * M





  
= 1664


CEC sequences
The same receiver structure as for the initial synchronisation could be used with 1 EGC activated for 13 + N2 +K = 173 correlation points but since N2+K >> 13, it is far more efficient to use 2 EGC's activated for 13 correlation points each with a time delay of N2+K chips to process respectively the steps (1) and (2) of the receiver:  

Number of complex multiplications
= 13 * 2 * 2 * log2 (N2)





  
= 312

Number of complex additions  

=  13 * 2 * 2 * [2 * log2(N2)] + 13 * 2





  
= 338


In the FIR and in the EGC, for the specific case of binary signal, multiplications are simplified to simple sign inversions, which means that the number of complex multiplications is in fact 0.


Complex Adds
Complex mults

DwPTS sequences
1664
0

CEC sequences
338
0

Table 3: Comparison of tracking synchronisation complexities for CEC- and DwPTS sequences
4 Analysis of this method according to the evaluation criteria 

Accuracy:

1
What is the maximum accuracy 
(i.e. smallest error) that can be achieved based on the agreed assumptions
The maximum accuracy depends on how frequently the measurements are performed. The same accuracy as for 3.84 Mcps TDD is assumed.

2
What is necessary to fulfil minimum requirements (e.g. ( 2.5us) 

resource stealing-how often, what type
This depends on the clock model, the clock drift between sync updates and the type of sync updates (frequency and/or time). This needs to be investigated further.

3
complexity, NodeB, Cell, UE.
The cell’s transmitter has to transmit the CEC sequence and the receiver has to correlate with the CEC sequence through a low complexity receiver (4.9 times lower than for the DwPTS reception in tracking phase), no additional complexity in the UE.

What is necessary to achieve the maximum accuracy (e.g. ( 100 ns)

4
resource stealing-how often, what type
This needs to be investigated further.

5
complexity, NodeB, Cell, UE.
This needs to be investigated further.

What benefit is achieved with this improved accuracy?

6
Simplification or improvement to the LCS solution for TDD
Similar to DwPTS based method

7
Improved capacity
This needs to be investigated further.

8
Improved reliability for hard handover
This needs to be investigated further.

9
Deployment constraints:  
Are there any constraints other than the existing ones for planning the cells? E.g. what are the relative link margins between the regarded techniques, and do these affect cell planning?  Are there antenna location and pointing requirements?  Are there special O&M procedures?
The CEC method presents a 3dB extra processing gain compared to DwPTS method and 3 to 4dB extra MAS value: it should ensure a proper reception  of the sequences in various radio environments and prevent the use of receive-beamforming, external sync port or other proprietary ways as requested for DwPTS method. There are no special deployment or antenna requirements or O&M procedures. The synchronisation algorithm runs autonomously including the establishment of a connectivity plan for the start-up phase.



10
Constraints on the allocation of resources: 
Are there any constraints on the allocation of timeslots, e. g. reuse 1 and same timeslot for RACH or P-CCPCH in all cells?
DwPTS + UpPTS in certain frames, scheduled by the RNC

Implementation costs:

11
Function split: What functionalities have to be added to each network element (UE, node B, RNC)
UE: no impact

Node B:  reception of the CEC sequence of neighbouring Node Bs in their own DwPTS +UpPTS, means for adjusting on command the internal timing and optionally the clock rate, NBAP protocol.

RNC: control of the whole algorithm, initialisation and establishment of a connectivity plan, collection of measurements and computation of the adjustment commands

12
Complexity: What has to be added to each network element (UE, node B, RNC) in terms of hardware and software
UE: nothing

Node B: SW: correlation and measurements, adjustment of internal timing on external command, NBAP; HW: one GPS receiver per connectivity area Alternatively, one of the cells of a connectivity area is synchronised via the sync port equivalently to GPS.

RNC: SW only, control algorithm, NBAP

13
Are there any new network devices needed (e. g. GPS, calibration UEs)?
One GPS receiver or similar device per each connectivity area. Alternatively, one of the cells of a connectivity area is synchronised via the sync port equivalently to GPS.

14
Signalling load on interfaces: What messages are required between RNC and Node Bs and how frequently do they have to be transmitted?
Similar to what is needed for DwPTS method except that there is no need to signal to the Node B's which sync_DL to listen to since all the Node B's use the same sequence.

System Performance loss due to resource stealing: e.g. capacity, service delay

15
Is there any ‘resource stealing’ required?
Yes, blanking of the DwPTS and UpPTS (0.25% of the resource if one uses the 3.84 Mcps hypothesis)

16
In which cells?
In all cells, that participate in the synchronisation-over-the-air procedure, which are not connected to a time reference (sync-port) 

17
What type of resources is stolen?
DwPTS and UpPTS in certain sub-frames, scheduled by the RNC

18
how frequent, depending on accuracy?
This needs further studies.

19
How does this affect system performance?
The blocking of DwPTS resources from time to time is not critical, since it is only used for initial code group identification and indication of interleaving frame and during handover measurements. However this still needs further studies.

The blocking of UpPTS shall add a 5ms delay for 0.25% of the RACH accesses.



How is a network start-up performed:

20
How is it done?
All cells listen for transmissions (in their DwPTSs +UpPTSs). The RNC builds a connectivity matrix and can compute a first set of updates. This step is repeated several times (this needs tbd). The network starts data transmission only after completion of this start-up phase.

21
How long does it take?
This needs to be investigated further.

Seamless introduction of new network elements (cells or Node Bs):

22
How are new cells or Node Bs added? 


A new cell first listens to sync burst transmissions and reports these to the RNC. After having received update commands from the RNC  the cell adjusts its timing.  The synchronisation is not exact at this stage. Exact synchronisation is achieved after several of these steps. The amount of time needed needs to be investigated further.



23
Are there any service interruptions or additional interference for ongoing calls or in existing cells?
There is no service interruption or interference for ongoing calls or in existing cells.



24
Is there any other impact on the network during the addition of a new cell, like handover, cell search, ...?
There is no impact on the network, since the new cell is not active during start-up.

25
Assistance by UEs: Is it possible and how, that in certain scenarios UEs can assist with measurements?
This is for further study.


26
Wired synchronization: Is it possible and how, that certain nodeBs are synchronised via the sync port
The mixture of synchronisation via the air, the sync port or proprietary solutions is possible without restrictions.



27
Robustness of Solution: What is the likelihood of a catastrophic system failure associated with this concept?
Critical for the stability of the algorithm is the reliability of the detection of the CEC sequences, obviously far better than those of DwPTSs. This needs further study



Table 4: criteria for the method of using the DwPTS for NodeB Synchronisation

5 Summary

5.1 Advantages compared to DwPTS blanking based method

The discussed method has the following advantages:

· Processing gain larger than with DwPTS based method (+3dB, 21dB): 20% cell range increase assuming a R4 law. 

· 32 chips ideal correlation window without any secondary peak for better synchronisation tracking efficiency allowing a measurement frequency similar to those needed for 3.84 Mcps TDD.

· Important complexity reduction since there is no need for multiple correlators in the Node B and the CEC sequence correlator is less complex than a single sync_DL correlator. A reduction of the complexity added to the Node B by a factor 157 (1 receiver instead of 32 and a complexity ratio of 4.9 between receiver types) can be expected. 
· Signalling amount over Iub interface reduction since it is not needed that the RNC tells the Node B's which sequence to listen to (or to correlate with) because the same receiver is always used (5 bits signalling saved for each transmission).   
· Possibility to use similarly 2 different orthogonal synchronisation sequences whilst still using a unique receiver

· full backward compatibility with 3.84 Mcps TDD (CEC constituent Golay codes can be build from a truncated version of the WB TDD generators).

· Although UpPTS is used for transmission of the sync sequence, there is no UL/DL interference increase because a 96 chips long guard period is located after the sequence transmission.
5.2  Disadvantages compared to DwPTS blanking based method

The discussed method has the following disadvantage:

· Blanking of both UpPTS and DwPTS is necessary, implying a potential delay increase for the RACH access. However, thanks to the higher processing gain and to the correlation properties of the CEC sequences, the resource stealing ratio can be decreased to a value similar to that encountered in 3.84 Mcps TDD: Based on the worst 3.84 Mcps TDD hypothesis (1 transmission / measurement cycle every 2 s) the ratio of stolen resource is limited to 0.25% which can be considered as negligible.  
6 Conclusion

A Node B synchronisation method for 1.28 Mcps TDD based on the use of CEC sequences transmitted over DwPTS and UpPTS time slots has been proposed. Correlation performances, resource stealing, receiver complexity, backward compatibility and Iub signalling aspects have been detailed and analysed. Based on this study, this method appears to be the best candidate for Node B synchronisation for 1.28 Mcps TDD.
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