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1 Introduction

The Shared Control Channel carries HS-DSCH-related downlink signalling for one UE [4]. The types of information carried are the Transport-format and Resource Related Information (TFRI) and Hybrid-ARQ-related Information. The Shared Control Channel also carries information that identifies the UE for which the Shared Control Channel carries HS-DSCH-related signalling. In RAN1 Ad Hoc meeting in Sophia, it was decided that UE ID is not explicitly transmitted; instead 16-bit CRC is carried on HS-SCCH. This paper proposes a coding scheme for the HS-SCCH using R-99 convolutional coder.

2 Coding for HS-SCCH
The structure of shared control channel with some assumed bits for TFRI and HARQ fields are shown in Figure 1. The TFRI includes information about the dynamic part of the HS-DSCH transport format. The transport format includes information about the Transport block set size (TBSS), Transport channel Id, modulation and the set of channelisation codes in the corresponding HS-DSCH TTI. The coding rate will be implicit from the TBSS, TrCHId, modulation and channelisation codes information. 
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Figure 1 Shared control channel structure

It was also decided in the HSDPA Ad Hoc that HS-SCCH comes 2-slots before the start of corresponding TTI on HS-DSCH. This results in 1 slot overlap between HS-SCCH and HS-DSCH. From the UE complexity point of view, it is required that part of TFRI that carries the code information (CI) should be decoded prior to the start of HS-DSCH TTI.

It is possible to use either block codes or convolutional codes for the shared control channel [1]

 REF _Ref530307204 \r \h 
 \* MERGEFORMAT [2].  With block coding, the code information and the rest of HS-SCCH information can be separately coded and decoded. However, with hard-decision decoding, the block codes provide poor performance. Moreover, the puncturing that is often required in order to match the physical channel rate may further degrade the block code performance. The convolutional codes provide inherent soft-decision decoding and flexibility in puncturing. The code information and the rest of HS-SCCH can be coded separately using convolutional coding but this results in high overhead due to two sets of tail bits. If the whole HS-SCCH information is coded together using one convolutional code, the performance degradation due to small block sizes can be avoided. However, the error rate on the CI part may be higher than the total HS-SCCH block error rate.

In this paper, we discuss two coding schemes for HS-SCCH based on convolutional coding, one using unequal puncturing and the second with splitting the tail bits.

2.1   Unequal puncturing of coded HS-SCCH Information

An example of SCCH coding using rate 1/3 convolutional code is shown in Figure 2. This rate 1/3 coded sequence may need to be punctured to match the physical channel rate. The CI part in the TFRI that needs to be decoded prior to receiving the whole SCCH information is coded along with the rest of the SCCH information.  In order to facilitate the decoding of CI prior to decoding the entire SCCH information this first part of the coded sequence and the rest of it are interleaved separately, and is transmitted in the first part of SCCH. Thus, in Figure 2, the part affecting CI decoding and the “remaining coded sequence” are interleaved separately. As a result, the first part of the received SCCH can be decoded to obtain the CI. The first part is transmitted over 1.5-slots thus leaving 0.5 slot for the UE to process CI information in HS-SCCH before the start of the corresponding HS-DSCH TTI.

Since the CI is decoded prior to receiving the whole coded sequence, it is possible that the error rate is higher on CI than on the rest of the SCCH information. In order to provide similar reliability on CI as on the rest of the SCCH information (i.e. HARQ and CRC information), little or no puncturing is done on the coded CI while performing comparatively more puncturing on the remaining coded sequence of information.
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Figure 2 Convolutional coding for the Shared Control Channel
The HS-SCCH coding using unequal puncturing is shown in Figure 3. Assuming a spreading factor of 128 for HS-SCCH, the rate matching is done by puncturing 12 bits from the latter part of the coded sequence.


[image: image3.wmf]Add 8 tail bits

36 bits SHCCH Info

(CI part (7 bits) is

entered first)

R=1/3, K=9

Conv. Coding

(R-99)

44 bits

132 bits

Unequally

Puncture 12 bits

120 bits/TTI


Figure 3 Convolutional coding (R-99, R=1/3, K=9) for the shared control channel (SF = 128)
2.2   Splitting of Tail bits in HS-SCCH coding

In the illustrative example shown in Figure 4, two fields of information, one containing N bits and one containing M bits of information are passed through a convolutional code. As is conventionally done with frame based transmission, P tail bits are appended prior to convolutional encoding.  Generally, P=K-1, where K is the constraint length of the convolutional code and is a sequence of all zeros. This brings the convolutional decoder to the all zero state and provides the certainty about the selection of the maximum likelihood sequence terminating in that state.
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Figure 4: Block to be convolutionally encoded.
In conventional decoding of convolutional codes (with tail bits as shown), the entire sequence of information bits in the block is determined only after all the coded bits have been received. As mentioned previously, in HS-SCCH part of TFRI containing code information (CI) needs to be decoded prior to the reception of the entire sequence of coded bits. Assuming that the part of information that needs prior decoding (i.e. CI) is contained in the first N bits in Figure 4, when N is small, selecting the maximum likelihood sequence at the Nth stage of decoding in a convolutional code would generally result in very poor performance, as those N bits do not get the benefit of being jointly decoded with the other M+P bits. 

One way to improve the decoded error probability of the N bits with prior decoding is to split the encoder tail bits by inserting x of the P tail bits immediately after the N bit field. The remaining P-x bits are appended after the M bit field as shown in Figure 5. With this approach, some certainty of the maximum likelihood sequence selection can be provided to the first N bits, and a trade-off can be achieved in the decoded error probability of the N-bit field based on prior decoding and the overall decoded error probability of the block. Clearly making x large would improve the decoded error probability of the N bit field based on prior decoding, but the overall decoded error probability (and consequently of the remaining M bit field) would be degraded.  The choice of x would depend on what is considered an acceptable decoded error probability for the two fields. 

A variant of this scheme is to retain the P tail bits at the end of the block as before, and inserting x tail bits after the first N bits as before, but to puncture bits from the encoded bit-stream corresponding to the M bit field to match the coded bit-rate appropriately. 
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Figure 5: Proposed method for splitting the tail-bits.

3 Simulation Results

Simulations were conducted based on the following assumptions:

· Shared control channel structure shown in Figure 1, SF = 128.

· Release 99 rate 1/3 convolutional code with K = 9.

· Random puncturing is assumed.

· After puncturing, the 120 coded bits are divided into two halves separately interleaved.

· After receiving the first half TTI (1.5 slot), the UE starts prior decoding the CI based on the received 60 coded bits.

· Perfect power control is assumed in fading situations. Flat fading (single path) with Jakes model is assumed.

In Figure 6 we first compare the performance of various tail splitting schemes. The tail splitting is denoted by (x, P-x)  (Figure 5) with P=8. Both the CI FER and the whole TTI FER using all 120 received bits are shown. For a regular (0,8) convolutional encoding, it is clear that the CI FER is lower than the whole TTI FER at low SNR due to smaller block size, but higher at high SNR due to prior decoding. By inserting tail bits at the end of CI (see Figure 5), the CI error rate can be improved at the expense of higher whole TTI FER. (2,6) tail splitting seems to be a good choice as it highly improves the CI error rate while only slightly degrading the whole TTI FER. The alternative of retaining 8 bits at the end of the block was also tested. It did not show noticeable difference from the results in Figure 6 due to further puncturing required.
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Figure 6: Tail Splitting Performance

The comparison of regular convolutional encoding, (2,6) tail splitting and unequal puncturing (first 1.5 slot is not punctured) in AWGN channel is shown in Figure 7. From this figure it can be seen that unequal puncturing gives better CI error rate than the regular scheme while keeping almost the same whole TTI FER. Figure 8 to Figure 10 give the comparison in fading channel with mobile speed 3Km/h, 30 Km/h and 120 Km/h and perfect power control. In general, the trend is similar as in AWGN channel. Unequal puncturing gives roughly the same whole TTI FER as the regular encoding case but better CI error rate. (2,6) tail splitting gives the best CI error rate but the worst whole TTI FER. With unequal puncturing, the CI error rate and the whole TTI FER are very close to each other in the 1%-10% range.
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Figure 7: Performance Comparison in AWGN Channel
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Figure 8: Performance Comparison in Fading Channel (3 Km/h)
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Figure 9: Performance Comparison in Fading Channel (30 Km/h)
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Figure 10: Performance Comparison in Fading Channel (120 Km/h)

The Eb/No required to achieve 1% FER for CI and 1% FER for the entire SCCH information for the different schemes over an AWGN channel are summarized in Table 1.

Table 1 Eb/No requirement to achieve 1% FER for CI and the entire SCCH information for the different schemes over the AWGN channel


Eb/No required for CI (dB)
Eb/No required for entire HS-SCCH information (dB)

Regular (8 tail bits and equal puncturing)
3.15
2.65

Unequal puncturing and 8 tail bits
2.65
2.7

Tail splitting (2,6)
2.5
2.9

4 Conclusions

We propose to jointly encode the TFRI part that needs prior decoding with the rest of the SH-SCCH. Such joint coding avoids performance loss and overhead due to small block sizes. For block codes, soft-decision decoding complexity is prohibitive for large block size, while hard-decision decoding does not provide good performance. Furthermore, prior decoding is very difficult for block codes unless the TFRI part is encoded separately from the rest of the SH-SCCH information. 

Given its good performance, straightforward prior decoding and flexibility in puncturing, convolutional code is preferred. In order to provide good error protection to the prior decoding part, unequal puncturing and tail splitting were proposed. Simulation results show that a trade-off between the CI error rate and the whole TTI FER can be obtained by using different tail splitting. Unequal puncturing, on the other hand, can improve the CI error rate with only negligible loss in the whole HS-SCCH FER. 

The scheme using a single convolutional coder is also future-proof in the sense that when high-end UEs capable of decoding all the HS-DSCH codes will be available, the prior decoding of the code information may not be needed and therefore it will make sense to code all the HS-SCCH information using a single coder.

We recommend that RAN1 adopt a convolutional coding scheme for HS-SCCH by employing a single R-99 convolutional coder for the whole HS-SCCH information.
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