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1 Introduction

This document presents the methodology for using aggregate Eb/Nt to estimate BLER, and thus can be used to predict link error performance in system level simulations.

1.1  Aggregate Eb/Nt metric for the AWGN channel 

The aggregate Eb/Nt, denoted 
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 is defined as 
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where 

1. N equals the number of information bits (i.e., the code block size).

2. 
[image: image3.wmf]j

N

equals the number of modulation symbols transmitted in slot j.

3. n is the number of slots over which the transmission occurs, where the duration of a slot is 0.667 ms. This includes both the original transmission, and retransmissions, if any. For example, if the duration of the original transmission is 5 slots, and that of the retransmission is 1 slot, then n=6. 

4. 
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is the SNR per modulation symbol for slot j at the receiver, i.e., after Rayleigh (or Jakes) fading. We point out that these values are in linear scale and not in the logarithmic (or dB) scale. 

We will denote by 
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the functional relationship
 between 
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and BLER for the base 1/5 turbo code over the AWGN channel, when using m-ary modulation. For convenience, we drop the superscript in 
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 for QPSK modulation; thus, 
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 denotes the functional relationship between 
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and BLER for the base 1/5 turbo code over the AWGN channel, when using QPSK modulation. The following table, which is for illustration only, is an example of what 
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 will look like.

Table 1: An illustration of the functional mapping between aggregate Eb/Nt and BLER.
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 (in dB)
	BLER

	-0.75
	1

	-0.55
	0.986

	-0.35
	0.708

	-0.15
	0.205

	0.05
	0.016

	0.25
	0.0002


1.2  Effective coding rate
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Clearly, the effective coding rate remains unchanged in the case of pure Chase combining.  In the case of incremental redundancy based schemes, the effective coding rate continues to decrease with every retransmission, until it equals the base coding rate. Thus, the effective coding rate is always less than or equal to 1/5 if 1/5 is the base coding rate. We denote by 
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 the aggregate Eb/Nt, 
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, required to achieve a BLER of 0.01 for a rate 1/M code using m-ary modulation on the AWGN channel.

1.3  Puncturing penalty (or coding gain)

The puncturing penalty, denoted 
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, for a rate 1/M code using m-ary modulation is defined as 
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where, as defined in the previous subsection, 
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required to achieve a BLER of 0.01 for a rate 1/M code using m-ary modulation on the AWGN channel.

The following table, which is for illustration only, shows a few sample values of 
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 for an code block size of 3072 bits when QPSK modulation is used. Note that 
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Table 2: An illustration of puncturing penalties. The base  code rate is 1/5 and the modulation is QPSK.

	Effective coding rate (1/M)
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dB

	¼
	0.25
	0.2

	1/3
	0.6
	0.55

	½
	1.55
	1.5


Note that puncturing penalties are independent of the H-ARQ scheme, but may depend on the code block size.

1.4  Demapping (or modulation) penalty

The penalty accounts for the difference in performance for two modulation and coding schemes (MCS) with the same effective coding rate 1/M but different modulations. Roughly speaking, this penalty is the additional 
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required to achieve the same performance with a rate 1/M code when using m-ary modulation (m > 4) instead of QPSK. 

This penalty is incurred for all H-ARQ schemes employing bit-level combining of repeated coded symbols. This includes
· Schemes that use IR where repeated code symbols are combined at the bit-level.
· Schemes that use Chase combining where the modulation is allowed to be different for retransmissions. This includes certain variants of Partial Chase combining [1].
· Schemes that use Chase combining where retransmissions (or repeated symbols) are combined at the bit-level.
An example of a situation where this penalty need not be considered explicitly is a H-ARQ scheme that uses Chase combining where retransmissions (or repeated symbols) are combined at the modulation symbol level. Here, the combined symbols are demapped to soft bits, which are then input to the turbo decoder. In this case, 
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 and the appropriate puncturing penalty can be used for predicting BLER. Recall that 
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 denotes the functional relationship between 
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 and BLER for the base 1/5 turbo code for the AWGN channel when using m-ary modulation. We remark that in this case demapping penalties are being implicitly accounted for in 
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. So, there is no need for explicitly introducing demapping penalties in this case.  
Demapping penalties are a function of the modulation being used. It can also depend on, in general, 
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 which is the SNR for a modulation symbol in slot j. Precisely, 
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where 
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denotes the demapping penalty when 
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 where Es/Nt denotes the modulation symbol SNR. Once again, the terms 
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 are in the linear scale (and not in dB). We remark that  GOTOBUTTON ZEqnNum759478  \* MERGEFORMAT  and should be a monotone decreasing function of x. After applying any appropriate puncturing penalties to the 
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, we can use  GOTOBUTTON ZEqnNum673685  \* MERGEFORMAT  to predict BLER. Recall that 
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 denotes the functional relationship between 
[image: image39.wmf]S

bt

E/N

 and BLER for the base 1/5 turbo code for the AWGN channel when using QPSK modulation. 

Clearly, MCSs using QPSK modulation do not incur any demapping penalties, i.e. 
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1.5  Doppler penalty

We denote by
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 the loss in 
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 for a fading channel of Doppler D Hz when the effective coding rate is 1/M. This penalty is independent of the H-ARQ scheme being used, and can depend on the duration of the transmissions.
2 Flowcharts

The flowchart in Figure 1 illustrates the method for predicting BLER based on 
[image: image43.wmf]S

bt

E/N

 when QPSK modulation is used. The following are used in calculating the aggregate Eb/Nt: 

1. 
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, which is the functional relationship between 
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and BLER for the base 1/5 turbo code.

2. The puncturing penalties for different effective coding rates. These puncturing penalties will, in general, depend on the size of the code block, i.e., the number of information bits.

3. The Doppler penalty for various Dopplers and code block sizes. 
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Figure 1. Flowchart for QPSK modulation
The next flowchart in Figure 2 illustrates the methodology when demapping penalties have to be applied explicitly. 
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Figure 2. Prediction methodology cases where demapping penalties have to be applied explicitly.

The next flowchart in Figure 3 illustrates the prediction methodology for cases where demapping penalties do not have to be applied explicitly. An example of such a situation is a H-ARQ scheme that uses Chase combining where the retransmissions (or repeated symbols) are combined at the modulation symbol level (cf. Section 1.4). We point out that the puncturing penalty used in step 3 of the flowchart is 
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. This distinction is important: recall that
[image: image52.wmf]5

f

 is the relationship between 
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and BLER when using QPSK modulation, while 
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is the relationship between 
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and BLER when using m-ary modulation (m > 4). Similarly, 
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is the puncturing penalty for a rate 1/M code when using m-ary modulation.
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Figure 3. Prediction methodology for H-ARQ schemes that do not explicitly incur demapping penalties (cf. Section 1.4).

All the preceding flowcharts considered scenarios where the modulation used for retransmissions is the same as that for the original one. The next flowchart illustrates the prediction methodology for a general H-ARQ employing adaptive modulation technique. An example of such a scheme is the adaptive and asynchronous (A2IR) scheme presented in [2]. The method is essentially the same as that in Figure 4; the only difference is that in step 2 in the figure below the demapping penalty applied depends on the modulation used in that particular slot. For convenience, 
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 denotes the demapping penalty for an 
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Figure 4. Prediction method for H-ARQ schemes that use adaptive modulation techniques.

3 Evaluating the performance of link error prediction methodologies

First, we remark that the performance of any link error prediction methodology should be evaluated by comparing the throughput predicted by the method with the actual throughput obtained from link level simulations. An evaluation based on the percentage difference in the BLER predicted by the method and the actual BLER observed in link level simulations is misleading and incorrect. This is easily seen by the following example: Consider an MCS with peak throughput T. Let the true BLER at a certain value of Ec/Nt on a fading channel be 0.01, and the predicted BLER at the same value of Ec/Nt be 0. The percentage error in the BLER predicted is

(Predicted BLER – Actual BLER)*100/(Actual BLER) = (0– 0.01)*100/0.01 = -100%.

However, the percentage error in the throughput predicted is

(Predicted thpt – Actual thpt)*100/(Actual thpt) = 

(Actual BLER – Predicted BLER)*100/(1– Actual BLER)= 1.01%.

Since the eventual objective of the link error prediction is to predict various throughput metrics (such as packet call throughput, service throughput, etc.) of a system, the example above clearly illustrates the percentage error in the predicted BLER can be a gross misrepresentation of the performance of a link error prediction methodology. 

In light of the discussion above, we consider two metrics “estimation error rate (EER)” and “catastrophic error rate (CER)” for evaluating the performance of any link error prediction methodology, and, in particular, the aggregate Eb/Nt method described earlier in this document. A precise definition of these metrics follows: 

1. Estimation error rate (EER) is defined as the difference in the actual and predicted throughput, which is given by:
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Since for a particular MCS, throughput equals
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We remark that in cases where H-ARQ schemes such as Chase combining or Incremental Redundancy schemes are being simulated, the BLER in the equations above is the average BLER across multiple transmissions.

2. Catastrophic error rate (CER). For an AWGN channel and a particular MCS, let 
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 at which BLER equals 0.001, and 
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 at which the BLER is 1.0. For a fading channel, we declare a “catastrophic error” if one of the following two events occur

· 
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· 
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 AND the block is actually NOT in error.

The percentage of catastrophic errors, or the catastrophic error rate, has the following significance. Aggregate Eb/Nt only captures a first order statistic of the channel variations. If the second order variations of the channel were also to play a significant role in determining BLERs, then 
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 would be insufficient in characterizing BLER. This, in turn, would lead to a large CER. Few catastrophic errors, therefore, imply that the second order statistics of the channel are not important as long as 
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dB (i.e., small), this would also imply that 
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 is (loosely speaking) a “sufficient statistic” for predicting BLERs.

We remark here that while the above metrics are excellent indicators of the “goodness,” or lack thereof, of a link error prediction methodology, the eventual yardstick for evaluating its performance is the accuracy of the results predicted in a system level simulation. The degree of confidence in the method will depend on the robustness of the predicted performance to changes in the various parameters or factors being used by the method.

3.1  Performance of the Aggregate Eb/Nt Method

In this section, we evaluate the performance of the aggregate Eb/Nt method for predicting BLERs. 

3.1.1 QPSK Modulation and Low Doppler

Table 3 below presents the performance of the aggregate Eb/Nt method for an MCS that uses QPSK modulation at low Doppler. In particular, we evaluate the performance at different (long-term) average values of received Es/Nt. Recall that Es/Nt is the SNR per modulation symbol. Note that the EER is less than 1% at all values of average Es/Nt, and CER is 0.

Table 3. Performance with QPSK modulation at low Doppler

	Average Es/Nt
	Actual BLER
	Predicted BLER
	EER (%)
	CER (%)

	-2
	0.535
	0.527
	0.832
	0.0

	-1
	0.458
	0.450
	0.796
	0.0

	0
	0.382
	0.375
	0.768
	0.0

	1
	0.322
	0.314
	0.812
	0.0

	2
	0.261
	0.255
	0.596
	0.0

	3
	0.214
	0.209
	0.460
	0.0

	4
	0.171
	0.166
	0.500
	0.0

	5
	0.138
	0.134
	0.364
	0.0

	6
	0.112
	0.108
	0.388
	0.0


Table 4. Simulation assumptions for Table 3
	Doppler
	10Hz

	Base turbo coding rate
	1/5

	Effective coding rate
	1/4

	Modulation
	QPSK

	Code block size
	3072 bits 


3.1.2 QPSK Modulation and High Doppler

Table 5 below presents the performance of the aggregate Eb/Nt method for an MCS that uses QPSK modulation at high Doppler (100 Hz). The effective coding rate is ¼. We present the performance with and without Doppler penalties. The Doppler penalty, when included in the calculation of 
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, equals 0.55 dB. Note that the predictor continues to perform very well even when no Doppler penalty is included in calculating the aggregate Eb/Nt or 
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. In fact, our simulations at different effective coding rates continue to exhibit the relative insensitivity of the performance of the predictor to Doppler penalties.

Table 5. Performance with QPSK at high Doppler, with and without Doppler penalties

	Average Es/Nt
	Actual BLER
	Predicted BLER 
(without Doppler penalty)
	Predicted BLER 
(with Doppler penalty)
	EER (%) (without Doppler penalty)
	EER (%) (with 
Doppler penalty)
	CER (%) 
(with Doppler penalty)

	-2
	0.524
	0.465
	0.524
	5.872
	-0.012
	0.61

	-1
	0.41
	0.358
	0.408
	5.26
	0.224
	0.779

	0
	0.302
	0.256
	0.299
	4.58
	0.232
	0.796

	1
	0.221
	0.186
	0.222
	3.516
	-0.08
	0.697

	2
	0.155
	0.129
	0.154
	2.576
	0.068
	0.558

	3
	0.112
	0.091
	0.111
	2.152
	0.12
	0.545

	4
	0.07
	0.057
	0.069
	1.336
	0.14
	0.386

	5
	0.044
	0.035
	0.044
	0.888
	0.016
	0.296

	6
	0.031
	0.025
	0.031
	0.636
	0.016
	0.236


Table 6 Simulation Assumptions for Table 5
	Doppler
	100Hz

	Base turbo coding rate
	1/5

	Effective coding rate
	1/4

	Modulation
	QPSK

	Code Block  size
	3072 bits

	Doppler penalty (if included)
	0.55 dB


3.1.3 Performance of the predictor for 16-QAM

Table 7 below presents the performance of the predictor for an IR-based H-ARQ scheme where each transmission or retransmission uses a rate ½ code and 16-QAM modulation. Repeated code symbols, if any, are combined at the bit-level. As a result, demapping penalties should be included in the calculation of 
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Table 7. 16-QAM modulation at low Dopplers

	Average Es/Nt
	Actual BLER
	Predicted BLER
	EER (%)
	CER (%)

	3
	0.293
	0.301
	-0.777
	0.432

	4
	0.203
	0.194
	0.953
	0.561

	5
	0.137
	0.123
	1.489
	0.721

	6
	0.076
	0.055
	2.146
	0.817

	7
	0.050
	0.033
	1.782
	0.889

	8
	0.026
	0.014
	1.193
	0.601

	9
	0.014
	0.007
	0.713
	0.412


Table 8. Simulation assumptions for Table 7
	Doppler
	10Hz

	Base turbo coding rate
	1/5

	Effective coding rate
	1/5 to ½

	Modulation
	16-QAM

	Code block size
	3072 bits


3.1.4 Peformance of the predictor for H-ARQ schemes with adaptive modulation

In [2], a H-ARQ scheme was proposed where retransmissions, if any, may use a different MCS than the original one. In Table 9 below, we present the performance of the predictor for H-ARQ schemes that use adaptive modulation. In particular, we consider a case where the first transmission uses a rate ½ code and 16-QAM modulation; all retransmissions, however, use QPSK modulation of, possibly, different coding rates.

Table 9. Performance of the predictor for H-ARQ schemes with adaptive modulation

	Average Es/Nt
	EER (%)
	CER (%)

	-4
	-1.677
	0.012

	-3
	-1.424
	0.005

	-2
	-0.851
	0.007

	-1
	-0.228
	0.008

	0
	0.384
	0.016

	1
	0.648
	0.008

	2
	1.168
	0.012


Table 10. Simulation assumptions for Table 9
	Doppler
	10Hz

	Base turbo coding rate
	1/5

	Effective coding rate
	1/5 to ½

	MCS for first transmission
	16-QAM, rate ½ code

	Modulation for retransmissions
	QPSK

	Code Block size
	3072 bits


Next, we consider another scenario with adaptive modulation, where the original transmission and first retransmission, if required, use 16-QAM modulation and a rate ½ code. Any subsequent retransmissions, however, use QPSK modulation of, possibly, different coding rates.

Table 11. Performance of the predictor for H-ARQ schemes with adaptive modulation

	Average C/I
	EER (%)
	CER (%)

	-4
	-0.111
	0.0

	-3
	-0.227
	0.0

	-2
	-0.667
	0.004

	-1
	-1.308
	0.0

	0
	-1.566
	0.005

	1
	-4.564
	0.0

	2
	-3.074
	0.002


Table 12. Simulation assumptions for Table 11
	Doppler
	10Hz

	Base turbo coding rate
	1/5

	Effective coding rate
	1/5 to ½

	MCS for first transmission
	16-QAM, rate ½ code

	MCS for first retransmission
	16-QAM, rate ½ code

	Modulation for subsequent retransmissions
	QPSK

	Code Block size
	3072 bits


4 Obtaining coding gains or puncturing penalties

See Section 1.3.

· Puncturing penalties depend on the code block size N, and should be evaluated separately for each code block size in use.

· In H-ARQ schemes that do not combine repeated code symbols at the bit level, and therefore do not require an explicit use of the demapping penalty, (cf. Section 1.4), puncturing penalties should be obtained for different modulations as well. 
5 obtaining doppler penalties

The Doppler penalty is obtained by picking the value that results in the best predictor performance evaluated in terms of the EER and CER metrics defined in Section 3. We outline the methodology very briefly in this section. 

Fix 1/M (the effective coding rate), n (the duration of the transmission, i.e., number of slots), N (the code block size), and D (the Doppler). For different values of average geometries (from x dB to y dB, say), we run link level simulations to obtain sample values of 
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 and an indicator of whether the code block was in error at each such value of 
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For each collected sample of 
[image: image82.wmf]S

bt

E/N

, we apply the predictor, and select the value of Doppler penalty that yields the best (or acceptable) values of EER and CER. Precisely, we first fix a value of 
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. Then, for each sample collected, we apply the Doppler penalty and the puncturing penalty to obtain 
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Next, we use 
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 and the modified 
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 calculated above to predict whether the block was in error. The value of 
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 that results in the best (or acceptable) values of EER and CER is then chosen as the Doppler penalty for the given MCS and Doppler. We remark that Doppler penalties depend on the code block size and the effective coding rate. Equivalently, it also depends on the duration of the transmission. 

6 Obtaining demapping penalties

Fix the code block size N, and the modulation m. Set the Doppler to 10 Hz. The code rate for each transmission can be set to ½; the demapping penalties obtained will be fairly insensitive to the code rate chosen. Let z dB be the Es/Nt required to achieve a BLER of 0.001 over an AWGN channel for the given code block size and modulation when using a base 1/5 turbo code. Run the following link level simulations over the fading channel for average geometries ranging from z-12 dB to z-2 dB
. We transmit the code block; retransmissions, if necessary, are scheduled at some fixed time, 20ms say, after the previous transmission. We continue retransmissions till the code block is successfully decoded. Let 
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 denote the number of transmissions necessary for the packet to be successfully decoded, and 
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 the total number of slots used after the i-th transmission. 

Next, we fix a set of demapping penalties 
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. Recall that the demapping penalties are a function of the modulation symbol SNR x. (We can assume that the demapping penalties are a piecewise linear function of modulation symbol SNR.) We then calculate 
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 the aggregate Eb/Nt after the i-th transmission as follows:
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where 
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 is the puncturing penalty after the i-th transmission. Next, for each 
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 to predict whether the packet was in error. Note that for each 
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 the packet is actually in error. 

Finally, as in Section 5, the demapping penalties that result in the best (or acceptable) EER and CER are chosen to be the values of 
[image: image99.wmf]a

x

.

· Obtaining the demapping penalties require a large number of samples. So, it is recommended that for each average geometry, we attempt at least 25000 code block transmissions.

· Different modulations will have different demapping penalties. So, demapping penalties need to be determined for each modulation being used.

References:
[1] "Partial Chase Combining for Code management" R1-01-0543, Motorola.

[2] "A2IR - An asynchronous and adaptive Hybrid ARQ scheme for HSDPA", R1-01-0080, Lucent Technologies.







� We remark that this functional relationship will depend on the code block size. So, we will need to generate this relationship for every code block size that has been defined. 





� This range of average geometries may be reduced if it is expected that the higher order modulation is not going to be used at really low values of Es/Nt.
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