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1 Introduction

A detailed system performance comparison of three different HARQ schemes proposed for HSDPA namely Chase combining, Non-adaptive IR and Adaptive IR is provided in [2].  In this paper we compare the performance of these different HARQ schemes with a simple Fast ARQ scheme that does not make use of any soft combining and hence need no soft buffering.

2 Performance Results

The details on simulations assumptions and parameters along with the modulation and coding schemes used are provided in the Annex.

2.1 Performance at 3.0 Km/h

The system throughput results for Fast ARQ and Chase combining are summarised in Table 1 and Table 2 respectively for [0000] aggressiveness. The packet call throughput CDF for Fast ARQ and Chase combining is compared in Figure 2. It can be seen that Chase combining does not provide any noticeable gains over Fast ARQ at 3.0 Km/h speed. The results in [2] showed that the performance of Chase and non-adaptive IR is similar at 3.0 Km/h. The results in [2] also showed that adaptive IR provides 23-51% improvement in system capacity over Chase and non-adaptive IR schemes. This also means that Adaptive IR provides 23-51% improvement in system capacity over Fast ARQ.

Table 1 Throughput performance of Fast ARQ with [0000] aggressiveness

	Number of UEs
	Packet Call Throughput

[Kb/s]
	OTA

[Kb/s]
	Service Throughput

[Kb/s]
	Utilization
	Average number of transmissions per success

	12
	1373.8
	1324.4
	434.1
	0.337
	1.175

	37
	1233.9
	1684.8
	1310.1
	0.781
	1.101

	56
	1156.3
	2089.3
	1943.9
	0.931
	1.062

	75
	1070.2
	2574.2
	2544.1
	0.988
	1.037

	100
	1038.2
	3128.0
	3127.5
	1.000
	1.025


Table 2 Throughput performance of Chase combining with [0000] aggressiveness

	Number of UEs
	Packet Call Throughput

[Kb/s]
	OTA

[Kb/s]
	Service Throughput

[Kb/s]
	Utilization
	Average number of transmissions per success

	12
	1435.7
	1480.5
	443.4
	0.306
	1.126

	37
	1252.0
	1745.4
	1309.5
	0.734
	1.086

	56
	1189.9
	2133.8
	1961.8
	0.932
	1.055

	75
	1091.5
	2557.8
	2518.4
	0.986
	1.036

	100
	1026.0
	3117.3
	3115.3
	1.000
	1.024
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Figure 1 Cumulative distribution function of Packet call throughput for Fast ARQ and Chase combining at 30.0 Km/h
2.2 Performance at 30.0 Km/h

2.2.1 Fast ARQ and Chase combining

The throughput performance of Fast ARQ is shown in Table 3 and Table 4 respectively for [0000] and [-3 –3 –3 –3] aggressiveness respectively.  The aggressiveness is defined in the Annex. The negative numbers for aggressiveness is similar to providing a margin in selecting the given MCS. For example with –3 dB aggressiveness, an MCS which is normally selected at x dB SNR (e.g. at 1% FER) will only be selected when the SNR is at least x+3.0 dB.  The performance for Fast ARQ with [-6 –6 –6 –6] aggressiveness is given in the Annex. The service throughput with [-3 –3 –3 –3] aggressiveness improves over [0000] aggressiveness but the packet call throughput is better for [0000] aggressiveness. Therefore, we will select [0000] Fast ARQ for comparison against other schemes. The results for Chase combining are given in Table 5 for [0000] aggressiveness. 

The packet call throughput CDF for Fast ARQ with 40 UEs is compared with Chase with 56 UEs in Figure 2. The packet call throughput CDF Tables for Fast ARQ can be found in the Annex. The packet call throughput CDF Tables for Chase combining, non-adaptive IR and Adaptive IR are provided in [2].

Table 3 Throughput performance of Fast ARQ with [0000] aggressiveness

	Number of UEs
	Packet Call Throughput

[Kb/s]
	OTA

[Kb/s]
	Service Throughput

[Kb/s]
	Utilization
	Average number of transmissions per success

	12
	987.5
	970.4
	421.4
	0.443
	1.618

	18
	928.1
	1004.6
	617.4
	0.622
	1.689

	24
	857.6
	1050.1
	823.6
	0.790
	1.808

	26
	835.1
	1069.2
	894.7
	0.842
	1.869

	30
	793.2
	1070.4
	968.6
	0.908
	1.955

	37
	805.4
	1175.3
	1136.2
	0.968
	2.089

	40
	821.2
	1280.9
	1244.9
	0.974
	2.093

	45
	772.2
	1258.1
	1248.3
	0.993
	2.271

	56
	845.3
	1473.1
	1472.0
	0.999
	2.279

	75
	847.4
	1700.7
	1700.7
	1.000
	2.309

	100
	848.5
	1995.9
	1995.9
	1.000
	2.224


Table 4 Throughput performance of Fast ARQ with [-3 –3 –3 -3] aggressiveness

	Number of UEs
	Packet Call Throughput

[Kb/s]
	OTA

[Kb/s]
	Service Throughput

[Kb/s]
	Utilization
	Average number of transmissions per success

	12
	935.2
	961.3
	433.4
	0.461
	1.272

	37
	743.4
	1194.1
	1149.0
	0.963
	1.369

	56
	743.6
	1476.6
	1475.3
	0.999
	1.471

	75
	787.9
	1829.9
	1829.9
	1.000
	1.507

	100
	791.5
	2148.3
	2148.3
	1.000
	1.517


Table 5 Throughput performance of Chase with [0000] aggressiveness at 30.0Km/h

	Number of UEs
	Packet Call Throughput

[Kb/s]
	OTA

[Kb/s]
	Service Throughput

[Kb/s]
	Utilization
	Average number of transmissions per success

	12
	1162.4
	1241.4
	435.6
	0.358
	1.609

	37
	947.1
	1426.6
	1234.1
	0.868
	1.750

	45
	889.4
	1526.1
	1449.7
	0.950
	1.808

	56
	852.5
	1731.9
	1716.9
	0.991
	1.871

	65
	850.4
	1897.0
	1892.7
	0.998
	1.877

	75
	842.1
	2059.9
	2058.9
	1.000
	1.875

	87
	828.4
	2187.6
	2187.6
	1.000
	1.882

	100
	812.8
	2318.5
	2318.5
	1.000
	1.871
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Figure 2 Cumulative distribution function of Packet call throughput for Fast ARQ and Chase combining at 30.0 Km/h

The performance of Fast ARQ and Chase combining is compared in Table 6. The Chase combining scheme provides 33-42% improvement in terms of the number of UE supported and 36-40% improvement in the system throughput over a Fast ARQ scheme.

Table 6 Performance comparison of Fast ARQ and Chase combining at 30.0 Km/h

	Number of UEs supported for the same quality of service (packet call throughput CDF)
	Service Throughput

[Kb/s]
	Chase Gain

(Number of UEs, Service Throughput)

[%]



	Chase
	Fast ARQ
	Chase
	Fast ARQ
	

	37
	26
	1234.1
	894.7
	(42, 38)

	56
	40
	1716.9
	1244.9
	(40, 38)

	75
	56
	2058.9
	1472.0
	(34, 40)

	100
	75
	2318.5
	1700.7
	(33, 36)


2.2.2 Fast ARQ and Non-Adaptive IR

The packet call throughput CDF for Fast ARQ with 24 users is compared to that for Non-Adaptive IR with 37 users in Figure 3. The two CDF match well in the low packet call throughput range but the non-adaptive with 37 users is much better in the high packet call throughput range. It is important to match the CDF in the low packet call throughput range because it determines the minimum performance guarantee to the UEs in a cell. The performance of Non-adaptive IR is compared with Fast ARQ in Table 7.  The non-adaptive IR scheme provides 54-79% improvement in the number of users supported and 56-73% improvement in system throughput.
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Figure 3 Cumulative distribution function of Packet call throughput for Fast ARQ and Non-Adaptive IR at 30.0 Km/h

Table 7 Performance comparison of Fast ARQ and Non-Adaptive IR at 30.0 Km/h

	Number of UEs supported for the same quality of service (packet call throughput CDF)
	Service Throughput

[Kb/s]
	Non-Adaptive IR Gain

(Number of UEs, Service Throughput)

[%]



	Non-Adaptive IR
	Fast ARQ
	Non-Adaptive IR
	Fast ARQ
	

	37
	24
	1286.7
	823.6
	(54, 56)

	75
	45
	2184.3
	1248.3
	(67, 75)

	100
	56
	2547.7
	1472.0
	(79, 73)


2.2.3 Fast ARQ and Adaptive IR

The packet call throughput CDF for Fast ARQ with 37 UEs is compared against Adaptive IR with 75 UEs in Figure 4. The packet call throughput CDF Table for Fast ARQ can be found in the Annex. The packet call throughput CDF Tables for Adaptive IR can be found in [2]. The performance of Fast ARQ and Adaptive IR is compared in Table 8. The Adaptive IR scheme provides 100-106% improvement in terms of the number of UE supported and 101-113% improvement in the system throughput over a Fast ARQ scheme.
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Figure 4 Cumulative distribution function of Packet call throughput for Fast ARQ and Adaptive IR at 30.0 Km/h

Table 8 Performance comparison of Fast ARQ and Adaptive IR at 30.0 Km/h

	Number of UEs supported for the same quality of service (packet call throughput CDF)
	Service Throughput

[Kb/s]
	Adaptive IR Gain

(Number of UEs, Service Throughput)

[%]



	Adaptive IR
	Fast ARQ
	Adaptive IR
	Fast ARQ
	

	37
	18
	1312.5
	617.4
	(106, 113)

	75
	37
	2384.3
	1136.2
	(103, 110)

	112
	56
	2959.3
	1472.0
	(100, 101)


3 Conclusions

The performance of Fast ARQ with HARQ schemes is compared in Table 9. 

At lower speeds like 3.0Km/h, both Chase combining and non-adaptive IR schemes do not provide any performance gains over Fast ARQ scheme. In fact, the channel can be tracked with fair accuracy at lower speeds and the Fast retransmissions are sufficient in recovering from any errors. The retransmissions themselves, in most cases, contain sufficient energy for successful decoding. Therefore, no additional combining (HARQ) gains are needed.

The adaptive IR scheme provides 23-51% improvement over Fast ARQ, Chase combining and Non-adaptive IR. The adaptive IR gains at low speeds come from the fact that it provides fine granularity in data rates by performing retransmission at a different rate than the original transmission. This way only the right amount of energy required for successful decoding is sent. Note that the retransmissions with adaptive IR not necessarily contain the sufficient energy for independent decoding and therefore combining with previous transmissions increases the chances of successful decoding.

At 30.0Km/h speed, the fast ARQ scheme without any combining (HARQ) starts performing poorly due to large errors in channel quality estimation. The large errors in channel quality estimation either result in high number of retransmissions or large margins are needed in order to keep the number of retransmissions to minimum. In both cases, the performance of Fast ARQ degrades very quickly.  Due to large variations in channel quality, combining gains help to recover from erroneous transmissions in smaller number of attempts.

In summary, HARQ schemes provide gains when the link adaptation errors are high. The link adaptation errors occur due to inaccurate tracking of the channel quality. The two major sources of errors in link quality estimation are the errors due to link quality feedback delay and the errors due to channel quality measurements.  In the simulations results presented in this paper, we did not assume any channel measurements errors. In the presence of channel measurements errors, the HARQ schemes are expected to show gains over Fast ARQ even at lower speeds.

	AMC/HARQ Scheme
	3.0 Km/h
	30.0Km/h

	Fast ARQ versus Chase
	Fast ARQ, Non-adaptive IR and Chase give similar performance
	Chase combining provides 33-42% improvement over Fast ARQ

	Fast ARQ versus Non-Adaptive IR 
	
	Non-adaptive IR provides 54-79% improvement over Fast ARQ

	Fast ARQ versus Adaptive IR
	Adaptive IR provides 23-51% improvement over Fast ARQ
	Adaptive IR provides 100-113% improvement over Fast ARQ


Table 9 Performance Comparison of different AMC/HARQ schemes
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Annex

5 Simulation Assumptions and Parameters

Results for Fast ARQ, Chase combining, non-adaptive IR and A2IR were obtained using the data rates table shown in Table 10. All the schemes use variable TTI for transmission as shown in Table 10.

Table 10 Modulation and coding schemes

	TTI

[Slots]
	Data rate [Kb/s]

(Modulation, Coding Rate)

	
	7680 bits code block
	5120 bits code block
	3840 bits code block
	2560 bits code block
	1280 bits code block

	15
	768

(QPSK, 0.16)
	512

(QPSK, 0.106)
	384

(QPSK, 0.08)
	256

(QPSK, 0.053)
	128

(QPSK, 0.027)

	5
	2304

(QPSK, 0.48)
	1536

(QPSK, 0.32)
	1152

(QPSK, 0.24)
	768

(QPSK, 0.16)
	384

(QPSK, 0.08)

	3
	3840

(QPSK, 0.8)
	2560

(QPSK, 0.53)
	1920

(QPSK, 0.4)
	1280

(QPSK, 0.27)
	640

(QPSK, 0.13)

	2
	5760

(8PSK, 0.8)
	3840

(QPSK, 0.8)
	2880

(8PSK, 0.4)
	1920

(QPSK, 0.4)
	960

(QPSK, 0.2)

	1
	11520

(64QAM, 0.8)
	7680

(16QAM, 0.8)
	5760

(8PSK, 0.8)
	3840

(QPSK, 0.8)
	1920

(QPSK, 0.4)


The throughput metrics used viz. Over-The-Air (OTA) Throughput, Service Throughput and Packet Call Throughput are as defined in the TR (see [1]). In addition, the cumulative distribution function (CDF) of the UE packet call throughput is also provided as a measure of quality of service.

As used in [1], the following assumptions are made (other assumptions from TR are listed in the Appendix of this document). 

· 30% power used by overhead channels

· Single path Raleigh fading with 3km/hr and 30 km/hr speeds.

· Fractional Recovered Power (FRP) is 0.98

The following additional assumptions are made in obtaining the simulation results:

· No limit on maximum number of retries.

· Fast cell selection is not considered.

· Results do not count padding into the throughput (i.e. only information bits count towards throughput).

· Channel quality measurement and ACK/NACK feedback are error-free.

· The channel quality feedback delay is assumed to be 6 slots and the ACK/NACK delay is assumed to be 3 slots.

· Maximum C/I scheduler is used for all the schemes.

· Neighbour cells are assumed to be transmitting at full power and statistics are collected in the center cell.

· A 0.0dB aggressiveness is chosen for Adaptive IR retransmissions 

The system level simulation parameters are listed in Table 11 below.

Table 11 Basic system level simulation assumptions.
	Parameter
	Explanation/Assumption
	Comments

	Cellular layout
	Hexagonal grid, 3-sector sites
	Provide your cell layout picture

	Site to Site distance
	2800 m
	

	Antenna pattern
	As proposed in [1]
	Only horizontal pattern specified

	Propagation model
	L = 128.1 + 37.6 Log10(R)
	R in kilometers

	CPICH power
	-10 dB
	

	Other common channels
	- 10 dB
	

	Power allocated to HSDPA transmission, including associated signaling
	Max. 70 % of total cell power
	

	Slow fading
	As modeled in UMTS 30.03, B 1.4.1.4
	

	Std. deviation of slow fading
	8 dB
	

	Correlation between sectors
	1.0
	

	Correlation between sites
	0.5
	

	Correlation distance of slow fading
	50 m
	

	Carrier frequency
	2000 MHz
	

	BS antenna gain
	14 dB
	

	UE antenna gain
	0 dBi
	

	UE noise figure
	9 dB
	

	Max. # of retransmissions
	Infinite – Full recovery
	Retransmissions by fast HARQ


	Fast HARQ scheme
	Fast ARQ (with no HARQ), Chase combining Non-Adaptive IR and Adaptive IR
	

	BS total Tx power
	Up to 44 dBm
	

	Active set size
	3
	Maximum size

	Frame duration
	Variable 
	See rates Table

	Scheduling
	Max C/I
	

	Specify Fast Fading model
	Jakes spectrum
	Generated e.g. by Jakes or Filter approach 


The fundamentals of the data-traffic model are captured in Table 12 below.

Table 12 Data-traffic model parameters

	Process
	Random Variable
	Parameters

	Packet Calls Size
	Pareto with cutoff
	Α=1.1, k=4.5 Kbytes, m=2 Mbytes, μ = 25 Kbytes

	Time Between Packet Calls
	Geometric
	μ = 5 seconds

	Packet Size
	Segmented based on MTU size
	(e.g. 1500 octets)

	Packets per Packet Call
	Deterministic
	Based on Packet Call Size and Packet MTU

	Packet Inter-arrival Time

 (open- loop)
	Geometric
	μ = MTU size /peak link speed 

(e.g. [1500 octets * 8] /2 Mb/s = 6 ms)

	Packet Inter-arrival Time

 (closed-loop)
	Deterministic
	TCP/IP Slow Start 

(Fixed Network Delay of 100 ms)


6 MCS Selection and Aggressiveness

Chase combining and Non-adaptive IR schemes have the flexibility in selecting the MCS and TTI only for the first transmission of a frame. The selection is done using Table 10. The Fast ARQ and A2IR schemes can select MCS and TTI both on the first transmission as well as on retransmissions of a code block, again using Table 10. Note that with Fast ARQ, the retransmissions are not combined with the previous transmissions i.e. the receiver simply discards the unsuccessful transmission and sends back a NACK. On receiving a NACK, the transmitter retransmits the code block. The same code block size is selected for Fast ARQ retransmissions as for the original transmission.

The adaptive IR scheme uses link quality feedback valid during previous transmissions of a frame to obtain an estimate of the aggregated energy for that frame at the receiver. That information is used in conjunction with the most recent link quality feedback to determine the MCS and TTI for retransmission. This adaptive scheme attempts to pick the MCS and TTI to fulfil the residual energy required for the frame to be successful with high probability. For example, for a given MCS, suppose we need Eb/No of 1 (= 0 dB) for successful decoding. If Eb/No from earlier transmissions is 9/10, then we need only 1/10 (= -10 dB) more. The MCS for retransmission can be selected to provide just the required energy (= -10 dB) under the current channel conditions. The robustness of A2IR scheme against channel estimation errors is studied in [2].
The aggressive factor [w x y z] indicates w dB aggressiveness for QPSK, x dB for 8-PSK, y dB for 16-QAM and z dB for 64QAM. As an example, assuming 7680 bits code block (Figure 5, where w = 6, x = 3, y = 2 and z = 0) has been selected. If a, b, c, d and e represent the SNR required to maintain 1% BLER for MCS 1 (QPSK, 0.16), 2 (QPSK, 0.48), 3 (QPSK, 0.8), 4 (8PSK, 0.8) and 5 (64QAM, 0.8), respectively, the SNR is partitioned into five regions: (-(, b-w], (b-w, c-w], (c-w, d-x], (d-x, e-z] and (e-z,(). These regions correspond to the SNR ranges where the MCS 1, 2, 3, 4 and 5 will be chosen. 
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Figure 5 An Illustration of MCS selection with [6 3 2 0] aggressiveness

7 Further simulations results

Table 13 Throughput performance of Fast ARQ with [-6 –6 -6 -6] aggressiveness

	Number of UEs
	Packet Call Throughput

[Kb/s]
	OTA

[Kb/s]
	Service Throughput

[Kb/s]
	Utilization
	Average number of transmissions per success

	12
	857.5
	910.0
	427.8
	0.4742
	1.1305

	37
	633.3
	1103.9
	1080.2
	0.9788
	1.1296

	56
	628.5
	1353.1
	1353.0
	1.0000
	1.1499

	75
	666.4
	1610.2
	1610.2
	1.0000
	1.1662

	100
	695.5
	1920.9
	1920.9
	1.0000
	1.1819


8 Packet Call Throughput CDFs

Table 14 Cumulative distribution function of packet call throughput for Fast ARQ with [0000] aggressiveness at 3.0 Km/h

	Packet Call Throughput

[Kbps]
	12UEs
	37 UEs
	56 UEs
	75 UEs
	100 UEs

	32
	.00%
	.00%
	.00%
	.37%
	2.47%

	64
	.00%
	.00%
	.00%
	1.07%
	5.53%

	100
	.00%
	.00%
	.54%
	2.80%
	9.20%

	200
	.00%
	.59%
	3.30%
	10.50%
	17.33%

	300
	.00%
	3.41%
	9.06%
	17.63%
	26.80%

	400
	1.50%
	8.70%
	14.64%
	24.53%
	32.63%

	500
	4.50%
	13.57%
	21.43%
	31.77%
	38.90%

	600
	9.67%
	19.14%
	28.62%
	38.17%
	43.70%

	700
	14.67%
	26.16%
	34.69%
	42.87%
	47.93%

	800
	21.50%
	32.70%
	39.55%
	46.77%
	52.23%

	900
	27.00%
	38.43%
	43.62%
	51.20%
	56.60%

	1000
	33.00%
	43.08%
	48.97%
	55.50%
	59.93%

	1100
	39.17%
	47.78%
	53.66%
	59.40%
	62.83%

	1200
	45.67%
	51.62%
	57.54%
	62.70%
	65.83%

	1300
	51.00%
	56.81%
	61.21%
	65.77%
	67.87%

	1400
	55.67%
	61.14%
	64.06%
	68.60%
	70.70%

	1500
	59.00%
	64.70%
	67.46%
	71.63%
	73.20%

	1600
	62.83%
	68.27%
	71.38%
	75.00%
	76.97%

	1700
	68.00%
	72.38%
	75.04%
	78.07%
	79.77%

	1800
	71.33%
	76.65%
	79.51%
	81.43%
	82.47%

	1900
	76.00%
	81.51%
	83.21%
	84.83%
	86.13%

	2000
	81.00%
	86.76%
	87.77%
	89.00%
	89.07%

	2100
	84.83%
	91.51%
	92.63%
	92.93%
	92.63%

	2200
	89.83%
	95.41%
	96.12%
	96.43%
	95.80%

	2300
	95.33%
	97.89%
	98.79%
	98.60%
	97.77%

	2400
	98.17%
	99.30%
	99.64%
	99.63%
	99.00%

	2500
	98.83%
	99.89%
	99.91%
	99.90%
	99.70%

	2600
	99.67%
	100.00%
	99.96%
	100.00%
	99.97%

	2700
	99.83%
	100.00%
	100.00%
	100.00%
	100.00%

	2800
	99.83%
	100.00%
	100.00%
	100.00%
	100.00%

	2900
	100.00%
	100.00%
	100.00%
	100.00%
	100.00%

	3000
	100.00%
	100.00%
	100.00%
	100.00%
	100.00%


Table 15 Cumulative distribution function of packet call throughput for Fast ARQ with [0000] aggressiveness at 30.0 Km/h

	Packet Call Throughput

[Kbps]
	12UEs
	18 UEs
	24 UEs
	26 UEs
	30 UEs
	37 UEs
	40 UEs
	45 UEs
	56 UEs
	75 UEs
	100 UEs

	32
	.00%
	.00%
	.00%
	.00%
	.17%
	1.08%
	2.70%
	9.33%
	16.43%
	31.03%
	41.43%

	64
	.00%
	.00%
	.00%
	.15%
	1.50%
	6.16%
	8.95%
	18.28%
	27.05%
	39.30%
	47.70%

	100
	.00%
	.00%
	.00%
	1.15%
	3.83%
	13.35%
	16.00%
	27.61%
	33.44%
	44.57%
	52.60%

	200
	.67%
	1.11%
	5.83%
	10.00%
	21.92%
	33.03%
	32.60%
	43.56%
	44.33%
	53.20%
	59.90%

	300
	2.17%
	7.78%
	20.17%
	27.54%
	38.67%
	42.54%
	43.00%
	50.17%
	51.25%
	59.87%
	64.03%

	400
	10.00%
	21.56%
	34.42%
	40.77%
	48.08%
	49.73%
	49.30%
	55.67%
	55.94%
	62.90%
	66.93%

	500
	23.67%
	35.67%
	44.83%
	48.23%
	54.17%
	55.08%
	55.25%
	60.00%
	59.73%
	65.70%
	69.53%

	600
	38.67%
	45.44%
	51.75%
	53.15%
	58.75%
	59.95%
	59.65%
	64.00%
	63.26%
	67.97%
	70.93%

	700
	47.67%
	53.11%
	57.42%
	58.54%
	63.00%
	63.24%
	63.50%
	66.89%
	65.27%
	69.90%
	73.03%

	800
	53.50%
	57.78%
	62.50%
	63.38%
	66.33%
	66.59%
	66.45%
	68.94%
	67.54%
	71.83%
	74.90%

	900
	58.50%
	61.44%
	66.75%
	67.08%
	68.92%
	69.14%
	68.45%
	71.00%
	69.29%
	73.90%
	76.60%

	1000
	62.33%
	65.22%
	69.33%
	69.77%
	71.25%
	71.14%
	70.65%
	73.11%
	71.03%
	75.53%
	78.70%

	1100
	65.00%
	68.00%
	70.83%
	71.92%
	74.08%
	73.35%
	72.55%
	75.28%
	73.21%
	76.83%
	80.47%

	1200
	67.83%
	71.33%
	73.00%
	74.46%
	76.17%
	75.46%
	74.60%
	77.50%
	74.87%
	78.27%
	81.63%

	1300
	70.67%
	73.33%
	74.92%
	76.54%
	78.25%
	77.51%
	76.50%
	79.56%
	77.37%
	80.20%
	82.63%

	1400
	73.67%
	76.67%
	77.67%
	78.92%
	80.08%
	79.62%
	78.95%
	81.50%
	79.69%
	81.53%
	84.03%

	1500
	77.50%
	78.11%
	80.33%
	81.46%
	82.58%
	82.00%
	81.20%
	84.06%
	81.79%
	83.23%
	85.43%

	1600
	80.33%
	81.44%
	82.83%
	84.31%
	84.33%
	84.16%
	83.65%
	85.83%
	83.62%
	84.63%
	86.60%

	1700
	82.83%
	84.00%
	85.42%
	86.38%
	86.08%
	86.49%
	85.90%
	87.50%
	85.31%
	86.50%
	88.43%

	1800
	86.67%
	86.78%
	87.75%
	88.77%
	88.17%
	88.70%
	87.85%
	89.33%
	87.41%
	88.53%
	90.17%

	1900
	89.00%
	89.44%
	90.25%
	91.54%
	91.08%
	91.41%
	90.60%
	91.78%
	89.64%
	90.70%
	92.13%

	2000
	92.00%
	93.22%
	94.08%
	94.38%
	94.58%
	94.16%
	93.95%
	94.28%
	92.95%
	93.63%
	94.90%

	2100
	94.67%
	96.33%
	97.42%
	97.15%
	97.08%
	96.86%
	96.55%
	97.00%
	95.89%
	96.03%
	97.17%

	2200
	97.83%
	98.33%
	99.08%
	98.69%
	99.08%
	98.92%
	98.75%
	99.06%
	98.26%
	98.20%
	98.73%

	2300
	99.33%
	99.33%
	99.83%
	99.85%
	99.75%
	99.84%
	99.80%
	99.89%
	99.38%
	99.27%
	99.70%

	2400
	99.83%
	99.89%
	99.92%
	100.00%
	99.75%
	99.95%
	100.00%
	99.89%
	99.96%
	99.77%
	99.90%

	2500
	100.00%
	100.00%
	99.92%
	100.00%
	99.92%
	100.00%
	100.00%
	100.00%
	100.00%
	99.93%
	100.00%

	2600
	100.00%
	100.00%
	100.00%
	100.00%
	100.00%
	100.00%
	100.00%
	100.00%
	100.00%
	100.00%
	100.00%

	2700
	100.00%
	100.00%
	100.00%
	100.00%
	100.00%
	100.00%
	100.00%
	100.00%
	100.00%
	100.00%
	100.00%

	2800
	100.00%
	100.00%
	100.00%
	100.00%
	100.00%
	100.00%
	100.00%
	100.00%
	100.00%
	100.00%
	100.00%

	2900
	100.00%
	100.00%
	100.00%
	100.00%
	100.00%
	100.00%
	100.00%
	100.00%
	100.00%
	100.00%
	100.00%

	3000
	100.00%
	100.00%
	100.00%
	100.00%
	100.00%
	100.00%
	100.00%
	100.00%
	100.00%
	100.00%
	100.00%
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