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Introduction

In this contribution we discuss the qualitative benefits of different structures and procedures proposed in the specific context of the 3GPP HSDPA work item. We suggest a simple and efficient downlink structure and procedure, which achieves the gains of HSDPA with a minimum number of options.

Requirements

Following requirements have been set for HSDPA:

· Increased peak-rate: 


achieved through higher order modulation.

· Increased throughput:


achieved through dynamic link adaptation, increased peak rate, and hybrid ARQ.

· Reduced delay:




achieved through selection of shorter TTI.

· Simple & efficient structure:
still looking…

The basic techniques in support of HSDPA have already been defined. However the challenge is to find a simple and efficient structure, which implements these techniques. Various mechanisms have been proposed. We discuss some of them in the following sections.

Synchronous & Asynchronous HARQ

Synchronous HARQ is the simplest approach as it minimizes the amount of signalling thanks to the implicit definition of the retransmission instants. We consider it as the default approach and discuss the benefits and drawbacks associated with asynchronous re-transmission.

Asynchronous re-transmission enables the system to wait for the most appropriate time for the re-transmission of the packet. This time is determined by the base station, and can be based on various criterions such as packet latency, packet priority, user priority, and channel quality.

The benefit of selecting the re-transmission time based on the channel quality depends on the stability of the channel. Potential link level gains appear when the terminal’s velocity results in the channel coherence time being lower than the re-transmission period (used in synchronous re-transmission), and higher than the scheduling delay. However, the link level gains do not directly correspond to a system level gain. The system level gain depends on the block error rate of the initial transmission.

If the code rate of the initial transmission is below 0.8, we believe that the optimum value for initial block error rate is well below 25%. Higher values will significantly impact the channel occupancy due to re-transmission and therefore reduce the overall system throughput.
Based on this consideration, even if the link level obtained with asynchronous re-transmission is significant, the overall system gain could be relatively small as the link level gains only apply to the blocks that are re-transmitted.

Asynchronous HARQ combined with long TTI results in a loss in scheduling efficiency:
The choice of a large TTI value requires users to be code multiplexed within the same TTI. When asynchronous re-transmissions together with code multiplexing of multiple users are used, the scheduling algorithm becomes very complex -- the CCTrCH for a given HS-DSCH should be the same for each re-transmission in order to allow for HARQ, while the multiplexing of users will always be different and therefore using a different amount of codes. This will clearly result in code fill inefficiencies or lost blocks since the re-transmission timer may expire before it possible to multiplex certain blocks again.

Asynchronous HARQ combined with short TTI (i.e. no CDM multiplexing) results in some overhead problems. Indeed asynchronous re-transmission requires that a preamble be associated with each re-transmission, indicating which terminal should receive the block and sometimes also which block this is. When the TTI is very short this overhead will lead to inefficiencies, which will cancel the potential gains of asynchronous re-transmissions.

In summary, and in the context of the 3GPP specific architecture and numerology, the standalone gains provided by asynchronous HARQ are not obvious while the associated structure and procedure is more complex than with the synchronous HARQ approach. 

Chase & IR

“Chase combing”, or soft combing the bits of re-transmitted blocks with the original transmission, is the simplest HARQ technique. Incremental redundancy has been suggested as an enhancement to the soft combining approach.

From the memory point of view, it is not clear that it is not necessarily possible to implement a Turbo decoder taking advantage of a reduced memory when using Chase combining, since the data must anyhow be padded with zeros in order to enter the existing UMTS Turbo decoder. Furthermore the definition of a Turbo code structure different from the existing UMTS structure is not desirable.

From a performance point of view, IR has some clear link level benefits as the performance in case of block repetition gets closer to the performance of the original code rate with each repetition. However, the system benefits once again depend on the initial block error rate. If the initial block error rate is low then system level gains will be a fraction of the link level gains.

Incremental redundancy may also be seen as a way to force the transmission of big packets on small payloads by transmitted each version with a very high code rate e.g. r>1. This may be a technique to improve the packing efficiency. However the gains are smaller if packing is done independently of the instantaneous payload availability, since in this case only the signalling overhead is reduced. In 3GPP the packing is done at the RNC based on the smallest block size and is therefore not dynamic.

Variable TTI

Variable TTI allows for overhead reduction, as the overhead per information bit can be maintained constant irrespective of the payload. Variable TTI is therefore interesting when the block size is larger than the payload per TTI, as it allows selecting the payload which best fits the block size; it therefore ensures that the block is not split in smaller blocks with additional overhead on each block. 

In the specific context of 3GPP variable TTI does not improve the packing efficiency, as the packing is not performed dynamically. However is still allows for a more constant ratio between the preamble energy and information bits per TTI. In particular, as the data rate is reduced, the required preamble energy typically increases (users experiencing poor channel condition). This is precisely when variable TTI provides some gain in performance.

Variable TTI only works together with an asynchronous re-transmission scheme. This, in turn, means that variable TTI can only work well when a time multiplexing (and potential semi-static code multiplexing) of different users is used. 

Although asynchronous re-transmission offers a great potential, the quantitative benefits are not clear and would need further investigation.

Further analysis is necessary before concluding on the benefits of variable TTI in the context of 3GPP HSDPA work item.

Fixed TTI=3

The choice of TTI = 3 slots implies that:

1. Memory requirements seem to be too high for all terminals to support reception of all channelization codes simultaneously.

2. UE capability “max number of channelization codes” has to be introduced to accommodate different terminal capabilities.

3. The minimum payload size is relatively big compared to the size of small IP packets.

4. As a result of 2. and 3., code multiplexing in the same HS-PDSCH frame is necessary to ensure good frame fill efficiency.

5. As a result of 2., a dual control channel has to be selected, as the UE needs to get some information in advance in order to be able to properly receive the actual HS-PDSCH transmission.

6. As a result of all the above, the scheduling becomes complicated and less efficient, in particular when considering HARQ.

7. The overall transmission delay of one packet is at least 4 ms + (Nretransmission * Nchannels * 2 ms) 

Fixed TTI=1

The choice of TTI=1 slot implies that

1. Memory requirements for reception on all codes in parallel is reduced by a factor 3 compared to TTI=3. All UE could be assumed to be able to receive all channelization codes in parallel --this is equivalent to receiving 5 channelization codes with TTI=3.

2. Consequently, control signalling does not have to be transmitted in advance.

3. The available code tree should be split in at least two parts to accommodate small payloads without frame fill inefficiencies. The split can be configurable and allows to match the Internet packet distribution, which has a peak around a small payload size (around 50 bytes), and a few other peaks at higher payloads (e.g. 500, 1000, 1500 bytes). Furthermore it can be possible to independently schedule the same user on multiple groups at the same time.

4. The overall transmission delay is reduced to 0.66 +  (Nretransmission * Nchannels * 0.66 ms)

5. The HS-PDSCH control signalling may appear to be increased by a factor 3 compared to fixed TTI=3 in the particular case when there is a single channel transmission and N bits are transmitted. However this is not necessarily the case, because the same N bits can also be transmitted with the TTI=1. Synchronous IR re-transmissions –which do not imply any further signalling overhead— can then increase the SNR and code rate to the level required for successful decoding.

6. The number of bits to be sent with TTI=1 is reduced (no code tree information), in particular when synchronous HARQ is considered. Additional signalling also has to be transmitted with Fixed TTI=3 

7. The control channel signalling is simpler: a single jointly coded frame can be transmitted for all groups in one transmission. The control channel encoding overhead is therefore reduced.

8. Control channels have to be continuously monitored. This is not a significant increase in power consumption as during active HSDPA session the terminal must stay active in order to transmit the UL DPCCH and receive at the DL power control commands.

Example of FL structure and parameters for fixed TTI=1 are shown in figure 1 and table 1.
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Figure 1: Example of DL structure for fixed TTI=1

Table 1: Example of HS-DSCH parameters in DL with TTI=1

Parameter
Before the HSDSCH data packet
Simultaneously with HSDSCH data packet


Min 
Prop
Max 
Min 
Prop
Max 

UE identification
-
-
-
Scrambling + CRC

MCS
-
-
-
2
2
2

HS-DSCH power level
-
-
-
-
-
-

Code channels
-
-
-
-
-
-

FHARQ process #
-
-
-
-
-
-

FHARQ redundancy version
-
-
-
-
-
-

FHARQ packet number 
-
-
-
-
-
-

Power offset for uplink
-
-
-
0
0
4

Total
-
-
-
2
4
12

Summary

The following bullets summarize our current position on the HSDPA downlink structure and procedure:

Choice
Advantage

The smallest TTI size should be 1 slot
(Result in minimum delay & simplest structure

No UE capability on # of channelization code
(Simplified scheduling
(Reduced signalling
(Reduced number of control channel to decode
(Reduced scheduling latency

Question mark is open on whether:

· Fixed or
(Simplest structure




· Semi-static or

· Variable TTI
(Simplest structure

(Reduced signalling when small # of codes

(Constant overhead structure

Synchronous HARQ
(Simplest structure (exception variable TTI)

TDM multiplexing
(Simplest scheduling & receiver techniques

Potential division of the code tree into multiple groups
(Increased frame fill efficiency for small packets

One control channel associated with each group
(Simpler multiplexing

Terminals could be made able to monitor two groups in parallel
(Code fill efficiency (mapping based on packet size) 

Minimum amount of information on dedicated channels
(Maximize code space availability
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