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2 Introduction

The work items "Node B Synchronization for 1.28Mcps TDD" and “UE Positioning enhancement for 1.28Mcps TDD” have recently been defined for 1.28 Mcps TDD. In release 4 (the first official Release for 1.28 Mcps TDD), no method for Node B synchronization via the air is specified; UE positioning is either based on cell id, GPS assisted, or based on OTDOA but without enhancements like IPDL. 

This document addresses the possibility to use the DwPCH in order to achieve a synchronized system on the one hand and support UEs positioning on the other hand, i.e. using the DwPCH for both Node B synchronization and UE positioning. The scheduling of the transmissions and processing of the measurement in the RNC is assumed to be similar to the already standardised 3.84Mcps TDD solution for Node B synchronization via air. Consequently the higher layer messages are considered to be very similar. The same applies for the signalling of the IPDL for UE positioning.  In this proposal these two concepts are merged such that the IPDLs can serve to ease both Node B synchronization and UE positioning at the same time.
3 Proposed Method for NodeB sync and UE positioning with DwPTS

The frame structure and the structure of the DwPCH are described in [1]. 

2.1
Description

The transmitting Node B would send its normal DwPCH i.e. the SYNC-DL sequence in the DwPTS. The neighboring Node Bs measure this sequence in their DwPTS, therefore the DwPTS has to be blanked in the neighboring cells for certain sub-frames to allow the measurement of the transmitting Node B. The scheduling of the blanking is controlled by the RNC. After Node B synchronization, the UE can listen to the serving Node B and neighboring Node Bs’ DwPCH with the same scheduling of the blanking for Node B synchronization used as IPDLs (for the DwPCH only). With the received time difference (OTDOA) of the DwPCH reported to the UTRAN, the UTRAN can figure out the position of the UE. Therefore the proposed method is able to support Node B synchronization and UE positioning at the same time.
2.2
Advantages

· The proposed method has the following advantages:

· No Tx-Power limitation, since the DwPCH is the only channel in the DwPTS

· The large Guard period GP(75us) between DwPCH and UpPCH ensures that there is no overlapping of the received DwPCH from neighboring cell and UpPCH from served UEs
· Only the blanking has to be scheduled (to listen to other DwPCHs)

· DwPCH is used for UE initial synchronization to the serving cell and is therefore the channel on which a blanking is acceptable. The DwPCH is the channel being creating the lowest possible impact in case it is blanked.
· This method allows the use for Node B synchronization and UE positioning at the same time. The IPDLs being used for UE positioning can also be used for Node B synchronization. This involves that radio resources are only scarified once. 
· This method does not need any new burst types. Everything can be achieved with signals already present in release 4. In this sense this method is fully backward compatible.
· Since the DwPCH is a short sequence a big cell range is possible without the DwPCH colliding with the time slot 1 of the receiving Node B.
2.3
Disadvantages

The proposed method has the following disadvantages:

· Blanking of the DwPCH (the Synchronization channel) in the measuring Node Bs.

· Processing gain of 18 dB is lower than for other methods [1], but the cell ranges are not designed for the Node Bs. In case a Node B received the DwPCH of another node B the range for the reception of the DwPCH is higher because of the following reasons:

· The Node Bs RX antenna(s) has (have) a gain of about 10 (omni) – 18 (sectorised) dB. For the link budget 0 dB are used.

· The Node Bs RX antennas are mounted e.g. on antenna masts (possibly above the roof top) whereas the RX antennas for the link budget have been assumed to be 1.5 m above the ground.

Due to these reasons a successful reception at the receiving Node B is assumed.


	Accuracy:

	1
	What is the maximum accuracy 
(i.e. smallest error) that can be achieved based on the agreed assumptions
	The maximum accuracy depends on how frequently the measurements are performed. The same accuracy as for 3.84 Mcps TDD is assumed.

	2
	What is necessary to fulfil minimum requirements (e.g. ( 2.5us) 

resource stealing-how often, what type
	This depends on the clock model, the clock drift between sync updates and the type of sync updates (frequency and/or time). This needs to be investigated further.

	3
	complexity, NodeB, Cell, UE.
	The cell’s transmitter has to transmit the normal sync sequence, and the receiver has to correlate with the respective Sync-DL sequence, no additional complexity in the UE.


	What is necessary to achieve the maximum accuracy (e.g. ( 100 ns)

	4
	resource stealing-how often, what type
	This needs to be investigated further.

	5
	complexity, NodeB, Cell, UE.
	This needs to be investigated further.

	What benefit is achieved with this improved accuracy?

	6
	Simplification or improvement to the LCS solution for TDD
	Depending on the solution chosen for LCS significant simplifications are possible. One LCS proposal requires an accurate and absolute Node B clock, typically implemented via GPS, another one requires additional hardware for measurements. Sufficient synchronisation could substitute additional hardware in the network and a GPS receiver in each node B. Method could be used for LCS measurements as well.

	7
	Improved capacity
	This needs to be investigated further.

	8
	Improved reliability for hard handover
	This needs to be investigated further.

	9
	Deployment constraints:  
Are there any constraints other than the existing ones for planning the cells? E.g. what are the relative link margins between the regarded techniques, and do these affect cell planning?  Are there antenna location and pointing requirements?  Are there special O&M procedures?
	The processing gain of the DwPCH is 18dB. 

In cases, where the processing gain is not enough, the cells may use receive-beamforming or have to be synchronised by means of the sync port or in a proprietary way. There are no special deployment or antenna requirements or O&M procedures. The synchronisation algorithm runs autonomously including the establishment of a connectivity plan for the start-up phase.



	10
	Constraints on the allocation of resources: 
Are there any constraints on the allocation of timeslots, e. g. reuse 1 and same timeslot for RACH or PCCPCH in all cells?
	DwPCH in certain frames, scheduled by the RNC

	Implementation costs:

	11
	Function split: What functionalities have to be added to each network element (UE, node B, RNC)
	UE: no impact

NodeB:  reception of the DwPCH of neighboring NodeBs in their own DwPTS, means for adjusting on command the internal timing and optionally the clock rate, NBAP protocol.

RNC: control of the whole algorithm, initialisation and establishment of a connectivity plan, collection of measurements and computation of the adjustment commands

	12
	Complexity: What has to be added to each network element (UE, node B, RNC) in terms of hardware and software
	UE: nothing

Node B: SW: correlation and measurements, adjustment of internal timing on external command, NBAP; HW: one GPS receiver per connectivity area Alternatively, one of the cells of a connectivity area is synchronised via the sync port equivalently to GPS.

RNC: SW only, control algorithm, NBAP

	13
	Are there any new network devices needed (e. g. GPS, calibration UEs)?
	One GPS receiver or similar device per each connectivity area. Alternatively, one of the cells of a connectivity area is synchronised via the sync port equivalently to GPS.

	14
	Signalling load on interfaces: What messages are required between RNC and Node Bs and how frequently do they have to be transmitted?
	Not defined yet, but probably measurements, measurements control, timing update commands,

	System Performance loss due to resource stealing: e.g. capacity, service delay

	15
	Is there any ‘resource stealing’ required?
	Yes but only blanking of the DwPCH

	16
	In which cells?
	In all cells, that participate in the synchronisation-over-the-air procedure, which are not connected to a time reference (sync-port) 

	17
	What type of resources is stolen?
	DwPCH in certain sub-frames, scheduled by the RNC

	18
	how frequent, depending on accuracy?
	This needs further studies.

	19
	How does this affect system performance?
	The blocking of DwPCH resources from time to time is not critical, since it is only used for initial codegroup identification and indication of interleaving frame and during handover measurements. However this still needs further studies.



	How is a network start-up performed:

	20
	How is it done?
	All cells listen for transmissions (in their DwPCHs). The RNC builds a connectivity matrix and can compute a first set of updates. This step is repeated several times (this needs tbd). The network starts data transmission only after completion of this start-up phase.

	21
	How long does it take?
	This needs to be investigated further.

	Seamless introduction of new network elements (cells or Node Bs):

	22
	How are new cells or Node Bs added? 


	A new cell first listens to sync burst transmissions and reports these to the RNC. After having received update commands from the RNC  the cell adjusts its timing.  The synchronisation is not exact at this stage. Exact synchronisation is achieved after several of these steps. The amount of time needed needs to be investigated further.



	23
	Are there any service interruptions or additional interference for ongoing calls or in existing cells?
	There is no service interruption or interference for ongoing calls or in existing cells.



	24
	Is there any other impact on the network during the addition of a new cell, like handover, cell search, ...?
	There is no impact on the network, since the new cell is not active during start-up.

	25
	Assistance by UEs: Is it possible and how, that in certain scenarios UEs can assist with measurements?
	This is for further study.


	26
	Wired synchronization: Is it possible and how, that certain nodeBs are synchronised via the sync port
	The mixture of synchronisation via the air, the sync port or proprietary solutions is possible without restrictions.



	27
	Robustness of Solution: What is the likelihood of a catastrophic system failure associated with this concept?
	Critical for the stability of the algorithm is the reliability of the detection of the DwPCHs. This needs further study




Table 1: criteria for the method of using the DwPCH for NodeB Synchronisation

4 Conclusion

A combined method for UE positioning and Node B synchronisation has been shown and analysed in this paper. Advantages and disadvantages have been described according to the guidelines to evaluate Node B synchronization. For TSGRAN1#21 open issues in the evaluation criteria will be analyzed further and technical contributions to the respective TRs will be proposed.
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