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1. Introduction

In this contribution the simulation results presented originally in the attached contribution (see in the attachment Tdoc 3GPP2-C50-20010326-006) are reproduced that analyse the following aspects on the system level for HARQ methods:

· Throughput

· Fairness

· Delay

The results are originally generated for the purposes to be used in 3GPP2 but should be considered representative of using HARQ in any CDMA system. Here the focus is on the system level results, but in the attachment the link level results used as the input are also provided. The results demonstrate that the benefits on the link level performance in some cases with IIR over chase (soft) combining are not available in the system level simulations.

2. System Level Results

2.1 Data Throughput

Data throughput vs. offered load for chase combining (denoted in the rest of the paper as soft combining) and incremental redundancy with 0, 10, and 20 voice users are plotted in Figure 11. Offered load is defined as the total arrived bits divided by total simulation time, while data throughput is defined as the ratio of total correctly received bits to total simulation time.
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Figure 1.  Data throughput vs. offered load for 5 ms frame size, 4-channel HARQ, soft combining and incremental redundancy with 0, 10, and 20 voice users

From the results we can see that the data throughput for the same number of voice users with soft combing and incremental redundancy are almost the same. For detailed analysis, please refer to the attachment. 

2.2 Fairness

The packet scheduler used in system simulation depends on both C/I and queuing delay, but mainly on C/I, therefore it may cause unfairness to users in bad radio link condition. Data outage is defined as the percentage of the total users not being served or being served but cannot receive anything correctly. There are mainly 3 reasons that can cause the outage: 1) not enough radio resources due to too many voice users. Voice users usually have higher priority over data users for radio resources. In this case even data users in good radio link may not get serviced if there is no power or Walsh code available. 2) radio link quality is really bad that users cannot get served even after staying in the buffer for a long time. This can be resolved by using fairer scheduler such as round robin. 3) not enough retransmissions. The probability of successful deliver becomes higher when the number of retransmissions increases. But the total system throughput will drop if too many retransmissions are allowed. 

The data outage results for soft combining and incremental redundancy with 0, 10 and 20 voice users are plotted in Figure 12. From the results we can see that the data outage for the same number of voice users with soft combining and incremental redundancy are almost the same.   
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Figure 2.  Data outage vs. offered load for 5 ms frame size, 4-channel HARQ, soft combining and incremental redundancy with 0, 10, and 20 voice users

2.3 Average Packet Delay

Packet delay for an individual user is defined as the duration between the time when the packet arrives and the time when it is successfully delivered. It therefore includes packet queuing time, transmission and retransmission time. If the user's packet has not been successfully delivered by the end of the simulation, its ending time is the end of the simulation run. Average packet delay is defined as the ratio of the accumulative delay of all packets and the total number of packets. The average packet delay for soft combining and incremental redundancy with 0, 10 and 20 voice users are shown in Figure 13. From the figure we can see that the average delay for soft combining and incremental redundancy are almost the same.
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Figure 3.  Average packet delay vs. offered load for 5 ms frame size, 4-channel HARQ, soft combining and incremental redundancy with 0, 10, and 20 voice users

3. Conclusions

In this contribution, both link and system level simulations are performed to evaluate the performance of soft combining and incremental redundancy. The frame size of 5 ms and 4-channel HARQ have been used in the simulations. The simulation results show that using either Chase (or soft) combining or incremental redundancy with HARQ achieves similar total data throughput. Considering this with the factor 3 increase in UE memory for the IIR operation, then from the system complexity point of view Chase combining is the recommended solution to be used with HSDPA in Release 5.  
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4. Introduction

This contribution provides both link level and system level simulation results for performance comparison of incremental redundancy (IR) [2] and soft combining (SC) [3] in 1XTREME. 

5. Summary of Findings

From the link level simulations, we observe that:

· For initial coding rate ½, IR outperforms SC about 1dB at 10% FER for the corresponding retransmissions in AWGN channel, except the first transmission;

· For initial coding rate ¾, IR outperforms SC about 2-4dB at 10% FER for the corresponding retransmissions in AWGN channel, except the first transmission.

However, from the system level simulations, we find that:

· Soft combining and incremental redundency achieve similar data throughput in 1XTREME in spite of the link level performance difference in retransmission.

6. Link Level Simulations

In link level simulations, the six modulation and coding schemes (MCS) specified in [1] are simulated in AWGN channel. The link level simulation results will be used in the system level simulations described in Section 7.

6.1 Simulation Parameters

Table 1 lists the six MCS and its related parameters.  

Table 1. MCS of 1XTREME

MCS
Modulation
Initial coding rate
Maximum number of retransmissions
Block size for single code channel (bits)
Block size for 14 code channels (bits)

1
QPSK
½
1
384
5376

2
QPSK
¾
2
576
8064

3
16QAM
½
1
768
10752

4
8PSK
¾
2
864
12096

5
16QAM
¾
2
1152
16128

6
64QAM
¾
2
1728
24192

In system level simulation, two HARQ schemes - soft combining (SC) and incremental redundancy (IR) - are implemented. For soft combining, the retransmitted packets are the same as the original packet.  For incremental redundancy, the retransmitted packets contain additional redundant bits different from the original packet.  For incremental redundancy, the overall coding rate will decrease when retransmission happens. For example, for MCS 2 with frame size of 5ms, if IR is implemented, after the first retransmission, the second packet will be concatenated with the first packet, hence the effective coding rate becomes 3/8 and the effective packet length becomes 10ms. 

Turbo code with rate 1/6 as specified in [1] is used as mother code. For each input stream, six output streams are formed: the input stream X itself, the two parity streams produced by the first constituent encoder Y0 and Y1, the interleaved input stream X', and the second parity streams Y0' and Y1' produced by the second constituent encoder. The puncturing patterns of two different initial rates, rate ½ and rate ¾, are list as follows.

· Initial coding rate ½. Maximum one retransmission is allowed. As shown in Table 2, Bits labeled "1" are transmitted in the first transmission. For incremental redundancy, bits labeled "2" are transmitted in the first retransmission, if retransmission happens. For soft combining, bits labeled "1" are transmitted in the retransmission, if retransmission happens. The puncturing pattern should be read first from top to bottom then from left to right. For example, in Table 2, the first transmission should be read as (X, Y0, X, Y0', X, Y0, X, Y0', …); the first retransmission for IR should be read as (Y1, Y1', Y0, Y1', Y1, Y1', Y0, Y0', …). Bits labeled "0" are not transmitted, i.e., they are punctured.

Table 2. Puncturing pattern for HARQ (Initial coding rate ½)

Branches
Output coded bits

X
1
1
1
1

Y0
1
2
1
2

Y1
2
0
2
0

X'
0
0
0
0

Y0'
0
1
0
1

Y1'
2
2
2
2

· Initial coding rate ¾. Maximum two retransmission is allowed. As shown in Table 3, Bits labeled "1" are transmitted in the first transmission. For incremental redundancy, bits labeled "2" are transmitted in the first retransmission and bits labeled "3" are transmitted in the second retransmission, if retransmission happens. For soft combining, bits labeled "1" are always transmitted in the first and second retransmissions, if retransmission happens. Again, the puncturing pattern should be read first from top to bottom then from left to right. Bits labeled "0" are not transmitted.

Table 3. Puncturing pattern for HARQ (Initial coding rate ¾)
Branches
Output coded bits

X
1
1
1
1
1
1

Y0
1
2
2
2
2
2

Y1
0
0
0
0
0
0

X'
0
0
0
0
0
0

Y0'
2
2
3
1
2
3

Y1'
3
3
3
3
3
3

Since only AWGN channel is used, simulation for retransmission is not necessary for SC.  The effect can be modeled by shifting the performance curve without retransmission 3 dB to the left for the first retransmission and another 1.77 dB to the left for the second retransmission. For IR, the performance gain can be obtained by simulating a single transmission with the effective coding rate and packet length corresponding to each retransmission. To provide enough data to system level simulation for the combination of all the 6 MCS and two HARQ schemes, totally 16 MCS need to simulate in the link level, which are listed in Table 4. 
Table 4.  Simulated MCS and packet length in AWGN channel

MCS
Modulation
Coding rate
Packet length

1-1
QPSK
½ 
5.0ms

1-2
QPSK
¼ 
10.0ms

2-1
QPSK
¾ 
5.0ms

2-2
QPSK
3/8 
10.0ms

2-3
QPSK
¼
15.0ms

3-1
16QAM
½ 
5.0ms

3-2
16QAM
¼ 
10.0ms

4-1
8PSK
¾ 
5.0ms

4-2
8PSK
3/8 
10.0ms

4-3
8PSK
¼ 
15.0ms

5-1
16QAM
¾ 
5.0ms

5-2
16QAM
3/8 
10.0ms

5-3
16QAM
¼ 
15.0ms

6-1
64QAM
¾ 
5.0ms

6-2
64QAM
3/8 
10.0ms

6-3
64QAM
¼ 
15.0ms

The link level performance is evaluated for a single code channel in AWGN channel. In system level simulation, fading channel is modeled and instantaneous signal to noise ratio (SNR) is measured and mapped to a frame/packet error rate (FER) using the AWGN channel performance curve.  This instantaneous FER is then utilized to decide if a frame/packet is in error.  Although only AWGN channel is simulated in link level, space time transmit diversity [4] is implemented with two transmit antennas and one receive antenna. The main parameter settings are listed in Table 5. Frame size is counted as bits per frame, including uncoded information bits, CRC bits, tail bits and reserved bits. 

Table 5. Simulation parameters 

MCS
1
2
3
4
5
6

Original data rate (kbps)
76.8
115.2
153.6
172.8
230.4
345.6

Frame size (bits)
384
576
768
864
1152
1728

CRC (bits)
24
24
24
24
24
24

Tail + reserved (bits)
6+2 = 8

Frame size (ms)
5.0

Chip rate (Mcps)
1.2288 

Walsh code length
16

Channel
AWGN

Pilot power level (dB)
-7.0 

Channel estimate
ON

Transmit diversity
Space time transmit diversity 

6.2 Simulation Results

For each simulated MCS, there are 
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 is the number of correctly received packets and 
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· Bit error rate (BER). 
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where 
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 is the number of bits per frame, i.e., the parameter "frame size" in Table 5; and 
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 is the number of overhead bits per frame, i.e., CRC bits, tail bits, and reserved bits.

· Frame error rate (FER). 
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Sixteen different MCS as shown in Table 4 are simulated.  The simulation results are shown below.

6.2.1 MCS 1

In this MCS, QPSK is used; the initial coding rate is ½.  To model IR in system level simulation, coding rate ¼ packets are also simulated; the corresponding packet length changes to 10 ms.
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Figure 4. BER & FER of IR vs. SC for MCS 1 in AWGN channel

6.2.2 MCS 2

In this MCS, QPSK is used; the initial coding rate is ¾. To model IR in system level simulation, coding rate 3/8 and ¼ packets are also simulated; the corresponding packet length change to 10 ms for 3/8 rate, and 15 ms for ¼ rate, respectively.
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Figure 5. BER & FER of IR vs. SC for MCS 2 in AWGN channel

6.2.3 MCS 3

In this MCS, 16QAM is used; the initial coding rate is ½. To model IR in system level simulation, coding rate ¼ packets are also simulated; the corresponding packet length changes to 10 ms.
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Figure 6. BER & FER of IR vs. SC for MCS 3 in AWGN channel

6.2.4 MCS 4

In this MCS, 8PSK is used; the initial coding rate is ¾. To model IR in system level simulation, coding rate 3/8 and ¼ packets are also simulated; the corresponding packet length change to 10 ms for 3/8 rate and 15 ms for ¼ rate, respectively.
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Figure 7. BER & FER of IR vs. SC for MCS 4 in AWGN channel

6.2.5 MCS 5

In this MCS, 16QAM is used; the initial coding rate is ¾. To model IR in system level simulation, coding rate 3/8 and ¼ packets are also simulated; the corresponding packet length change to 10 ms for 3/8 rate and 15 ms for ¼ rate, respectively.
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Figure 8. BER & FER of IR vs. SC for MCS 5 in AWGN channel

6.2.6 MCS 6

In this MCS, 64QAM is used; the initial coding rate is ¾. To model IR in system level simulation, coding rate 3/8 and ¼ packets are also simulated; the corresponding packet length change to 10 ms for 3/8 rate and 15 ms for ¼ rate, respectively.
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Figure 9. BER & FER of IR vs. SC for MCS 6 in AWGN channel

6.3 Observations From Link Level Simulations

From the above link level simulation results, we can make the following observations:

· For initial coding rate ½, IR outperforms SC about 1dB at 10% FER for the corresponding retransmissions in AWGN channel, except the first transmission;

· For initial coding rate ¾, IR outperforms SC about 2-4dB at 10% FER for the corresponding retransmissions in AWGN channel, except the first transmission.

7. System Level Simulations

7.1 Simulation Methodology

System level simulation is performed to determine the system performance including voice capacity, data throughput, delay etc. A time driven simulation is employed to simulate the user traffic and interference variations. For each run a number of MS are randomly positioned in the service area. Based on their locations, the path loss between each pair of MS and BS is computed. For a given MS that has data to transmit, the pilot channel Ec/Nt is measured and an appropriate data rate is selected based on link level results. If more than one user has data in the buffer, a packet scheduler is used to decide which packet needs to be transmitted and the number of Walsh codes to be allocated. For a given MS that is receiving data, the traffic channel Ec/Nt is calculated and mapped to a corresponding FER based on the link level performance curves.  A decision is then made to determine if the frame is erased. If the frame is in error it is retransmitted using the hybrid ARQ schemes.

7.2 Simulation Parameters

The parameters used in the simulation are listed in Table 6.

Table 6. System Simulation Parameters

Parameter
Value
Comment

Number of cells (3 sectored)
19
57 sectors

Cell radius
1 km


BS PA size
25 W


Carrier frequency
2 GHz


Channel model
1 path, 3 km/h
Rayleigh fading

Antenna pattern
70 degree (-3 dB)
See Section 2.2.1 in [5]

Propagation model
28.6+35log10(d)
Modified Hata urban prop. model

Log-normal shadowing
8.9 dB
standard deviation

Base station correlation
0.5


Max number of retransmission
2


Overhead channel power
20%


Effective voice activity factor
0.5


Soft handoff for voice
2-way
6 dB SHO threshold

Power control for voice
800 Hz
4% PC BER

7.3 Data Traffic Model

The packet data model described here simulates ftp type traffic with Poisson arrival process. The packet sizes are exponentially distributed with mean size of 12 kbytes. The packet inter-arrival time is exponentially distributed.  The packet arrival rate can be adjusted to simulate different offer load condition.

7.4 Packet Scheduler

In order to utilize the system resource efficiently, a packet scheduler should be used for delay insensitive services, such as packet data.  The choice of scheduler is critical to the tradeoff between maximum total throughput and fairness. Two extreme examples are the maximum C/I scheduler and the round robin scheduler. The former targets on maximizing the system throughput while the latter on providing fairness to all users. An intermediate strategy is used in the simulation to provide an attractive compromise between throughput (by taking advantage of good channel conditions) but yet still taking into account long queuing delay users due to bad channel conditions. Let the link quality and queuing time be denoted as Ec/Nt and Tb, respectively.  Then for each user i at time t, the BS calculates a metric M(t), 
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where α and β are the weighting factors for the link quality and the queuing delay, respectively.  The metric M(t) is used to determine the priority of the packet. In special cases when α or β is set to zero, it becomes round robin or maximum C/I scheduling schemes, respectively. The values of α and β are set to 1 and 0.04 in the simulations.

7.5 MCS Selection

The link level results shown in Section 6.2 can be plotted as link throughput vs. Ec/Nt curves. Note that the link throughput is the throughput associated with one particular MCS, not the system throughput. Let link throughput be denoted as T and maximum data rate as D, then
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The link throughput vs. Ec/Nt is presented in Figure 10. In system simulation the MCS is selected to maximize the system throughput. 
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Figure 10.  Link throughput vs. Ec/Nt, 5 ms frame size

7.6 Simulation Results

7.6.1 Data Throughput

Data throughput vs. offered load for soft combining and incremental redundency with 0, 10, and 20 voice users are plotted in Figure 11. Offered load is defined as the total arrived bits divided by total simulation time, while data throughput is defined as the ratio of total correctly received bits to total simulation time.
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Figure 11.  Data throughput vs. offered load for 5 ms frame size, 4-channel HARQ, soft combining and incremental redundency with 0, 10, and 20 voice users

From the results we can see that the data throughput for the same number of voice users with soft combing and incremental redundency are almost the same. This may be explained by the following simple analysis. For one specific packet transmission, let the FER in the i-th transmission be denoted as 
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 and the data rate at the first transmission as R, then the effective data rate can be expressed by
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where Reff is the effective data rate, FERr is the residual FER after the retransmissions, and the denominator accounts for the average number of transmissions.  Due to the use of soft combining or incremental redundancy, typically we have 
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From Equation (4) we can see that the denominator is dominated by the term 1+FER1 since typically 
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. Therefore Reff is mainly dependent on FER1 and the overall impact of FER2 and FER3 on the effective data rate is very small.  That explains why the data throughput for soft combining and incremental redundancy are so close even though incremental redundancy can achive a lower FER than soft combining when retransmissions occur. 

7.6.2 Fairness

The packet scheduler used in system simulation depends on both C/I and queuing delay, but mainly on C/I, therefore it may cause unfairness to users in bad radio link condition. Data outage is defined as the percentage of the total users not being served or being served but cannot receive anything correctly. There are mainly 3 reasons that can cause the outage: 1) not enough radio resources due to too many voice users. Voice users usually have higher priority over data users for radio resources. In this case even data users in good radio link may not get serviced if there is no power or Walsh code available. 2) radio link quality is really bad that users cannot get served even after staying in the buffer for a long time. This can be resolved by using fairer scheduler such as round robin. 3) not enough retransmissions. The probability of successful deliver becomes higher when the number of retransmissions increases. But the total system throughput will drop if too many retransmissions are allowed. 

The data outage results for soft combining and incremental redundency with 0, 10 and 20 voice users are plotted in Figure 12. From the results we can see that the data outage for the same number of voice users with soft combining and incremental redundency are almost the same.   
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Figure 12.  Data outage vs. offered load for 5 ms frame size, 4-channel HARQ, soft combining and incremental redundency with 0, 10, and 20 voice users

7.6.3 Average Packet Delay

Packet delay for an individual user is defined as the duration between the time when the packet arrives and the time when it is successfully delivered. It therefore includes packet queuing time, transmission and retransmission time. If the user's packet has not been successfully delivered by the end of the simulation, its ending time is the end of the simulation run. Average packet delay is defined as the ratio of the accumulative delay of all packets and the total number of packets. The average packet delay for soft combining and incremental redundency with 0, 10 and 20 voice users are shown in Figure 13. From the figure we can see that the average delay for soft combining and incremental redundency are almost the same.
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Figure 13.  Average packet delay vs. offered load for 5 ms frame size, 4-channel HARQ, soft combining and incremental redundency with 0, 10, and 20 voice users

8. Conclusions

In this contribution, both link and system level simulations are performed to evaluate the performance of 1XTREME with soft combining and incremental redundency. The frame size of 5 ms and 4-channel HARQ is used in the simulation. The simulation results show that using soft combining and incremental redundency achieve similar total data throughput. 
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