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1 Introduction
A study item “Study on Artificial Intelligence and Machine Learning for NR air-interface” has been approved for Rel.18 [1]. 
This document describes our views on the following aspects of AI/ML framework. 
- Consistency of additional conditions between training and inference phase
- Model identification procedure
The agreements of the past meeting are described in Annex.

2 Discussion

Consistency of additional conditions between training and inference phase

Following was agreed in the last RAN1#114b meeting, which can be one of the most important agreements.

	Agreement
· For an AI/ML-enabled feature/FG, additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG.
· It doesn’t imply that additional conditions are necessarily specified 
Agreement
· Additional conditions can be divided into two categories: NW-side additional conditions and UE-side additional conditions. 
· Note: whether specification impact is needed is separate discussion
Agreement
· For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
· Model training at NW and transfer to UE, where the model has been trained under the additional condition
· Information and/or indication on NW-side additional conditions is provided to UE 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· Other approaches are not precluded
· Note: it does not deny the possibility that different approaches can achieve the same function.




Above agreement can be illustrated as following figure 1. Aspects that are a part of UE capability are called as conditions. Aspects that are not a part of UE capability consist of UE-side additional conditions and NW-side additional conditions. In order to obtain the best performance of "a model", these conditions and additional conditions needs to be consistent between training phase and inference phase. The agreement above talks about how to achieve NW-side additional conditions by multiple approaches but UE-side additional condition also needs to have the consistency by some means as discussed below. We propose to capture following figure 1 in TR38.843 as this agreement needs to be well understood in 3gpp related communities.



Figure 1: The relation among "condition", "NW-side additional condition", "UE-side additional condition", "training phase" and "inference phase"

Proposal 1: Some illustration to describe the relation among "condition", "NW-side additional condition", "UE-side additional condition", "training phase" and "inference phase" should be captured in TR38.843.

In order to achieve the NW-side additional conditions consistency between training and inference phase, four approaches have been identified. 1) model identification, 2) model transfer to UE, 3) additional condition provided to UE and 4) monitoring based. As conditions and additional conditions are not only single aspect but multiple of combinations of aspects, it should be noted that four approaches are not exclusive relations. For example, even if model identification or model transfer is used, there may be some aspects needs to be handled by additional conditions provided to UE or monitoring based.

Proposal 2: Four identified approaches of 1) model identification, 2) model transfer to UE, 3) additional condition provided to UE and 4) monitoring based are not exclusive relation but can be used complimentary.

Although the necessity of NW-side additional conditions consistency was identified, the consistency of UE side additional condition is also required to obtain the best performance of the model. When the models are trained at UE side, UE can choose the consistent additional conditions depending on the model. Therefore, it is not the issue. When the models are trained at NW side, UE side additional conditions need to be standardized as to have different additional conditions among UE vendors and UE platforms makes the amount of the management at NW infeasible. So far, we don't identify the method other than standardization. 

Proposal 3: When the model is trained at UE side, UE side additional condition can be consistent by UE side as UE implementation. 
Proposal 4: When the model is trained at NW side, UE side additional conditions need to be standardized. 


The knowledge and the controls from NW side are different among 4 approaches and these are described as following.
Table 1:  The knowledge and the controls from NW side
	Model identification
	- The model can be proprietary format, although open format usage is not prevented.
- The model is logical model and what data set is used for the training is basically known by NW side.
- NW would be able to control which model to be used.

	Model transfer to UE
	- The model needs to be open format and physical model, which requires standardization work.
- UE side additional conditions are required to be standardized.
- NW can accurately control the model characteristics and which model to be used.

	Additional condition provided to UE
	- NW is not able to control which model to be used but additional condition to UE can be used as a suggestion of the UE usage of the model.
- NW is not required to know the model, although the knowledge of the model is not prevented depending on the standardization design.

	Monitoring based
	- If monitoring is within UE, NW is not required to know the model. If monitoring is at NW, NW may be required to know the which model is running.



Proposal 5: The model identification can be either physical or logical model. The model transfer to UE is physical model. Additional condition provided to UE and monitoring based can be without the knowledge of the model at NW.
Proposal 6: The model identification would be able to control the model usage at UE. The model transfer to UE can accurately control the model usage at UE. Additional condition provided to UE can suggest the model usage at UE but not full control. Monitoring based method may know the model usage depending on where the monitoring is carried out.


Related to proprietary information disclosure from NW side, 4 approaches are summarized below.
Table 2:  Proprietary information disclosure from NW side
	Model identification
	- NW side additional condition is embedded/hidden within the data set used for the training. Therefore, the proprietary information of NW side is not disclosed. 

	Model transfer to UE
	- NW side additional condition is embedded/hidden within the model. Therefore, the proprietary information of NW side is not disclosed. 

	Additional condition provided to UE
	- NW side additional condition is provided to UE. Therefore, the proprietary information of NW side  may be disclosed. 

	Monitoring based
	- NW side additional condition is implicitly given by the monitoring results. Therefore, the proprietary information of NW side is not disclosed. 



Proposal 7: Additional condition provided to UE can have the issue of the proprietary information disclosure from NW side. The other approaches do not disclose NW side additional condition explicitly.


Related to UE complexity and latency, 4 approaches can be summarized below.
Table 3:  UE complexity and latency to use the model
	Model identification
	- UE complexity depends on the trained model.
- The inference can start immediately after which model to be used is informed to UE.

	Model transfer to UE
	- UE complexity depends on the transferred model. 
- Some pre-processing may be required after the model transfer. If pre-processed models are available in UE, the inference can start immediately after which model to be used is informed to UE.

	Additional condition provided to UE
	- UE complexity depends on the model and generalization capability of the model.
- The inference can start immediately after additional condition is provided to UE. 

	Monitoring based
	- Multiple simultaneous models’ inference may be required in order to select which model to be used, which is large UE complexity.
- The inference may not be able to start immediately as the time to monitor to select the model may be required. 



Proposal 8: Monitoring based method has the largest UE complexity for the detection of NW side additional conditions. Monitoring based method has the largest latency before to start inference as the time to monitor to select the model may be required. 

Related to the amount of the standardization, 4 approaches are summarized below.
Table 4: The amount of the standardization
	Model identification
	- Data sets for the training may be required to be standardized. 
- By the indication of time duration and regions (type B1-4 in model identification procedure), data set for the training is not required but the number of the model can be very large and different among PLMNs and NW vendors, which may be difficult to manage for UE side.

	Model transfer to UE
	- Model structure and parameter range need to be standardized.
- UE side additional condition needs to be standardized. 

	Additional condition provided to UE
	- What can be informed as NW-side additional condition needs some discussion in order to prevent the proprietary information disclosure of NW side.

	Monitoring based
	- The amount of the standardization is minimum if UE internal monitoring.
- The interaction between NW and UE needs to be standardized if monitoring is by NW. 



Proposal 9: The model tranter to UE has the largest standardization impact. 

Based on the discussion above, model identification has the least issue to be solved as model transfer has the standardization work issues, additional condition provided to UE has NW proprietary issues and monitoring based method has UE complexity and latency issues. 

Proposal 10: For the consistency of additional conditions between training and inference phase, model identification has the least issues to be solved compared with the other approaches.


Model identification procedure

In the last RAN1 meeting, FL proposed following Proposal 9-3c as model identification. 

	Proposal 9-3c 
For model identification of UE-side or UE-part of two-sided models, the following sub-types have been identified for each of the model identification types. Further study relevant aspects, necessity, and specification impact (if any).
· Type A
· Used to identify a model developed offline, potentially via multi-vendor collaboration
· Type B1
· B1-1: Used to identify a model developed offline, potentially via multi-vendor collaboration (Same as Type A)
· [bookmark: _Hlk147959253]B1-2: Used to identify a model using specified list of parameters and candidate values.
· B1-3: Used to identify an updated UE-side/part model (e.g., via online training or finetuning inside UE) of a previously identified model via Type A or B1-1
· B1-4: Used to identify a model using NW-indicated time duration and regions (e.g., cells/PCIs/TRPs/tracking areas)
· Type B2
· B2-1: Used along with model transfer from NW to UE
· B2-2: Used for NW to indicate data collection at UE. In this case, model ID is a logical ID (i.e., dataset ID) determined by NW and associated with the underlying conditions and additional conditions for the indicated data collection.



Our views on the above proposal are following.

Type A and type B1 can be "potentially via multi-vender collaboration". On the other hand, the NW operator usually does not disclose which cell is from which NW vendor. In addition, when the NW replaces the vendor or NW equipment is not informed to UE. Therefore, if multi-vendor collaboration as the meaning between UE vendor and NW vendor, it is not sufficient. NW vendor or NW equipment version information would be required to be informed to UE as NW side additional condition.
Proposal 11: Type A and type B1 with multi-vendor collaboration requires NW vendor or NW equipment version information would be required to be informed to UE as NW side additional condition.

We think type B1-2 is ambiguous to the relation to type A and type B2-1 as it does not describe how the parameters are obtained.. If the parameters are shared understanding between UE and NWs via offline, it would be no difference from type A and type B1-2. If the parameters are transferred to UE and stored in UE, it would be just the situation type B2-1 parameters are available in UE. 
Proposal 12: Type B1-2 does not describe how the parameters are obtained. If the parameters are obtained offline, it is type A. If the parameters are transferred from NW, it is type B2-1. Therefore, there is no need to have this type.

On type B1-3 of updated UE-side/part model, the update the model without changing conditions and/or additional conditions and the update with changing conditions and/or additional conditions are quite different. The former can be called as fine tuning of the existing model, but the latter is rather to introduce new model like B1-4 or B2-1. The latter case does not describe how new model is identified is not described but just generic update, which is ambiguous. Therefore, we propose to limit B1-3 for the case without changing additional conditions.
Proposal 13: Type B1-3 is limited to the case without changing conditions and/or additional conditions as the case with changing conditions and/or additional conditions are covered by either B1-4 or B2-1.

Type B1-4 can identify which data are used for the training of the model in UE side in order to develop logical model. On the other hand, one of issues would be how to validate the model. Monitoring can be used but it may be difficult to identify the reason of the poor performance is caused by the model itself, the radio channel or some UE implementation related other than model aspects. In addition, the time duration and regions can be large number of the combinations. How to merge them to realistically manageable/implantable number would be also the issues to be solved. 
Proposal 14: Type B1-4 needs to address validation method of the performance. How to merge time duration and regions to realistically manageable/implantable number needs to be addressed.

There are some similarity among type A, B1-4 and B2-2. In type A, the data set for the training is shared in offline. In type B1-4, the data for the training is implicitly indicated by time duration and regions. In type B-2-2, the data for the training is explicitly given over the air. All three types are logical models.
Proposal 15: The difference among type A, B1-4 and B2-2 is the data set for the training is offline (in type A), implicit manner (in type B1-4) and explicit exchange over the air (in type B2-2). All three types are logical models.

3 Conclusion
We propose following.
Proposal 1: Some illustration to describe the relation among "condition", "NW-side additional condition", "UE-side additional condition", "training phase" and "inference phase" are captured in TR38.843.
Proposal 2: Four identified approaches of 1) model identification, 2) model transfer to UE, 3) additional condition provided to UE and 4) monitoring based are not exclusive relation but can be used complimentary.
Proposal 3: When the model is trained at UE side, UE side additional condition can be consistent by UE side as UE implementation. 
Proposal 4: When the model is trained at NW side, UE side additional conditions need to be standardized. 
Proposal 5: The model identification can be either physical or logical model. The model transfer to UE is physical model. Additional condition provided to UE and monitoring based can be without the knowledge of the model at NW.
Proposal 6: The model identification would be able to control the model usage at UE. The model transfer to UE can accurately control the model usage at UE. Additional condition provided to UE can suggest the model usage at UE but not full control. Monitoring based method may know the model usage depending on where the monitoring is carried out.
Proposal 7: Additional condition provided to UE can have the issue of the proprietary information disclosure from NW side. The other approaches do not disclose NW side additional condition explicitly.
Proposal 8: Monitoring based method has the largest UE complexity for the detection of NW side additional conditions. Monitoring based method has the largest latency before to start inference as the time to monitor to select the model may be required. 
Proposal 9: The model tranter to UE has the largest standardization impact. 
Proposal 10: For the consistency of additional conditions between training and inference phase, model identification has the least issues to be solved compared with the other approaches.
Proposal 11: Type A and type B1 with multi-vendor collaboration requires NW vendor or NW equipment version information would be required to be informed to UE as NW side additional condition.
Proposal 12: Type B1-2 does not describe how the parameters are obtained. If the parameters are obtained offline, it is type A. If the parameters are transferred from NW, it is type B2-1. Therefore, there is no need to have this type.
Proposal 13: Type B1-3 is limited to the case without changing conditions and/or additional conditions as the case with changing conditions and/or additional conditions are covered by either B1-4 or B2-1.
Proposal 14: Type B1-4 needs to address validation method of the performance. How to merge time duration and regions to realistically manageable/implantable number needs to be addressed.
Proposal 15: The difference among type A, B1-4 and B2-2 is the data set for the training is offline (in type A), implicit manner (in type B1-4) and explicit exchange over the air (in type B2-2). All three types are logical models.
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Past agreements

Agreements in RAN1#109:

Agreement
Use 3gpp channel models (TR 38.901) as the baseline for evaluations. 
Note: Companies may submit additional results based on other dataset than generated by 3GPP channel models
Working Assumption 
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion. 
The description of the terminologies may be further refined as the study progresses.
New terminologies may be added as the study progresses.
It is FFS which subset of terminologies to capture into the TR.

Table: Working list of terminologies
	Terminology
	Description

	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference

	AI/ML Model
	A data driven algorithm that applies AI/ML techniques to generate a set of outputs based on a set of inputs. 

	AI/ML model training
	A process to train an AI/ML Model [by learning the input/output relationship] in a data driven manner and obtain the trained AI/ML Model for inference

	AI/ML model Inference
	A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs

	AI/ML model validation
	A subprocess of training, to evaluate the quality of an AI/ML model using a dataset different from one used for model training, that helps selecting model parameters that generalize beyond the dataset used for model training.

	AI/ML model testing
	A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing does not assume subsequent tuning of the model.

	UE-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the UE

	Network-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the network

	One-sided (AI/ML) model
	A UE-side (AI/ML) model or a Network-side (AI/ML) model

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.

	AI/ML model transfer
	Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	Model download
	Model transfer from the network to UE

	Model upload
	Model transfer from UE to the network

	Federated learning / federated training
	A machine learning technique that trains an AI/ML model across multiple decentralized edge nodes (e.g., UEs, gNBs) each performing local model training using local data samples. The technique requires multiple interactions of the model, but no exchange of local data samples.

	Offline field data
	The data collected from field and used for offline training of the AI/ML model

	Online field data
	The data collected from field and used for online training of the AI/ML model

	Model monitoring
	A procedure that monitors the inference performance of the AI/ML model

	Supervised learning
	A process of training a model from input and its corresponding labels. 

	Unsupervised learning
	A process of training a model without labelled data.

	Semi-supervised learning 
	A process of training a model with a mix of labelled data and unlabelled data

	Reinforcement Learning (RL)
	A process of training an AI/ML model from input (a.k.a. state) and a feedback signal (a.k.a.  reward) resulting from the model’s output (a.k.a. action) in an environment the model is interacting with.

	Model activation
	enable an AI/ML model for a specific function

	Model deactivation
	disable an AI/ML model for a specific function

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function



Conclusion
As indicated in SID, although specific AI/ML algorithms and models may be studied for evaluation purposes, AI/ML algorithms and models are implementation specific and are not expected to be specified.
Observation
Where AI/ML functionality resides depends on specific use cases and sub-use cases.
Conclusion
· RAN1 discussion should focus on network-UE interaction.
· AI/ML functionality mapping within the network (such as gNB, LMF, or OAM) is up to RAN2/3 discussion.
Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 

Agreements in RAN1#110:

Agreement 
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Note: some of them to be refined
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability
Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative and pending terminology definition.
Note: More aspects may be added as study progresses. 


Agreement
The following is an initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
1. Performance
· Intermediate KPIs
· Link and system level performance 
· Generalization performance
1. Over-the-air Overhead
· Overhead of assistance information
· Overhead of data collection
· Overhead of model delivery/transfer
· Overhead of other AI/ML-related signaling
1. Inference complexity
· Computational complexity of model inference: FLOPs
· Computational complexity for pre- and post-processing
· Model complexity: e.g., the number of parameters and/or size (e.g. Mbyte)
· Training complexity
· LCM related complexity and storage overhead
· FFS: specific aspects
· FFS: Latency, e.g., Inference latency
Note: Other aspects may be added in the future, e.g. training related KPIsNote: Use-case specific KPIs may be additionally considered for the given use-case. 

Working Assumption
	Terminology
	Description

	Online training
	An AI/ML training process where the model being used for inference) is (typically continuously) trained in (near) real-time with the arrival of new training samples. 
Note: the notion of (near) real-time vs. non real-time is context-dependent and is relative to the inference time-scale.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as online training by commonly accepted conventions.
Note: Fine-tuning/re-training may be done via online or offline training. (This note could be removed when we define the term fine-tuning.)

	Offline training
	An AI/ML training process where the model is trained based on collected dataset, and where the trained model is later used or delivered for inference.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as offline training by commonly accepted conventions.



Note: It is encouraged for the 3gpp discussion to proceed without waiting for online/offline training terminologies.

Working Assumption
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion.
	Terminology
	Description

	AI/ML model delivery
	A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner.
Note: An entity could mean a network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc.



Note:
Companies are encouraged to bring discussions on various options and their views on how to define Level y/z boundary in the next RAN1 meeting.

Agreements in RAN1#110bis:

Working Assumption
· Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.
· Note: other procedures than model transfer/delivery are decoupled with collaboration level y-z
· Clarifying note: Level y includes cases without model delivery.




Agreement
Clarify Level x/y boundary as:
· Level x is implementation-based AI/ML operation without any dedicated AI/ML-specific enhancement (e.g., LCM related signalling, RS) collaboration between network and UE.
(Note: The AI/ML operation may rely on future specification not related to AI/ML collaboration. The AI/ML approaches can be used as baseline for performance evaluation for future releases.)

Agreement
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations when network needs to be aware of UE AI/ML models
FFS: Detailed discussion of model ID with associated information and/or model functionality.
FFS: usage of model ID with associated information and/or model functionality based LCM procedure
FFS: whether support of model ID
FFS: the detailed applicable AI/ML operations


Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms




Conclusion
Data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact.
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)


Agreement
Study potential specification impact needed to enable the development of a set of specific models, e.g., scenario-/configuration-specific and site-specific models, as compared to unified models.
Note: User data privacy needs to be preserved. The provision of assistance information may need to consider feasibility of disclosing proprietary information to the other side.

Agreement
Study the specification impact to support multiple AI models for the same functionality, at least including the following aspects:
-	Procedure and assistance signaling for the AI model switching and/or selection
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

Agreement
Study AI/ML model monitoring for at least the following purposes: model activation, deactivation, selection, switching, fallback, and update (including re-training).
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

Agreement
Study at least the following metrics/methods for AI/ML model monitoring in lifecycle management per use case:
0. Monitoring based on inference accuracy, including metrics related to intermediate KPIs
0. Monitoring based on system performance, including metrics related to system peformance KPIs
0. Other monitoring solutions, at least following 2 options.
2. Monitoring based on data distribution
0. Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or something simple like checking SNR, delay spread, etc.
0. Output-based: e.g., drift detection of output data
2. Monitoring based on applicable condition
Note: Model monitoring metric calculation may be done at NW or UE


Agreement
Study performance monitoring approaches, considering the following model monitoring KPIs as general guidance
· Accuracy and relevance (i.e., how well does the given monitoring metric/methods reflect the model and system performance)
· Overhead (e.g., signaling overhead associated with model monitoring)
· Complexity (e.g., computation and memory cost for model monitoring)
· Latency (i.e., timeliness of monitoring result, from model failure to action, given the purpose of model monitoring)
· FFS: Power consumption
· Other KPIs are not precluded.
Note: Relevant KPIs may vary across different model monitoring approaches.
FFS: Discussion of KPIs for other LCM procedures

Agreement
Study various approaches for achieving good performance across different scenarios/configurations/sites, including
· Model generalization, i.e., using one model that is generalizable to different scenarios/configurations/sites
· Model switching, i.e., switching among a group of models where each model is for a particular scenario/configuration/site
· [Models in a group of models may have varying model structures, share a common model structure, or partially share a common sub-structure. Models in a group of models may have different input/output format and/or different pre-/post-processing.]
· Model update, i.e., using one model whose parameters are flexibly updated as the scenario/configuration/site that the device experiences changes over time. Fine-tuning is one example.


Agreement
The following are additionally considered for the initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
· Clarification on inference complexity
· Note: Inference complexity includes complexity for pre- and post-processing.
· LCM related complexity and storage overhead
· Storage/computation for training data collection.
· Storage/computation for training and model update
· Storage/computation for model monitoring.
· Storage/computation for other LCM procedures, e.g., model activation, deactivation, selection, switching, fallback operation.
· FFS: Power consumption, latency (e.g., Inference latency)

Conclusion
This RAN1 study considers ML TOP/FLOP/MACs as KPIs for computational complexity for inference. However, there may be a disconnection between actual complexity and the complexity evaluated using these KPIs due to the platform- dependency and implementation (hardware and software) optimization solutions, which are out of the scope of 3GPP.


Agreements in RAN1#111:

Agreement
For UE-part/UE-side models, study the following mechanisms for LCM procedures:
· For functionality-based LCM procedure: indication of activation/deactivation/switching/fallback based on individual AI/ML functionality
· Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.
· FFS: Whether or how to indicate Funtionality
· For model-ID-based LCM procedure, indication of model selection/activation/deactivation/switching/fallback based on individual model IDs


Working Assumption
Consider “proprietary model” and “open-format model” as two separate model format categories for RAN1 discussion, 

	Proprietary-format models
	ML models of vendor-/device-specific proprietary format, from 3GPP perspective
NOTE: An example is a device-specific binary executable format

	Open-format models
	ML models of specified format that are mutually recognizable across vendors and allow interoperability, from 3GPP perspecive


From RAN1 discussion viewpoint, RAN1 may assume that:
· Proprietary-format models are not mutually recognizable across vendors, hide model design information from other vendors when shared.
· Open-format models are mutually recognizable between vendors, do not hide model design information from other vendors when shared

Working Assumption 
	Terminology
	Description

	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE
Note: The process/method of model identification may or may not be applicable.
Note: Information regarding the AI/ML model may be shared during model identification.



	Terminology
	Description

	Functionality identification
	A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE
Note: Information regarding the AI/ML functionality may be shared during functionality identification.
FFS: granularity of functionality


Note: whether and how to indicate Functionality will be discussed separately. 

Working Assumption
	Terminology
	Description

	Model update
	Process of updating the model parameters and/or model structure of a model

	Model parameter update
	Process of updating the model parameters of a model




Agreements in RAN1#112:
Agreement
To facilitate the discussion, consider at least the following Cases for model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models. 

	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side



Note: The Case definition is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.
Note: The Case definition is NOT intended to introduce sub-levels of Level z.
Note: Other cases may be included further upon interest from companies.
FFS: Z4 and Z5 boundary 

Agreement
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact 
FFS: detailed understanding on model 


Agreement
· AI/ML-enabled Feature refers to a Feature where AI/ML may be used. 
Agreement
· For functionality identification, there may be either one or more than one Functionalities defined within an AI/ML-enabled feature.

Agreement
For 3GPP AI/ML for PHY SI discussion, when companies report model complexity, the complexity shall be reported in terms of “number of real-value model parameters” and “number of real-value operations” regardless of underlying model arithmetic.


Agreements in RAN1#112bis:

Agreement
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.
· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).
· FFS: relationship between functionality-based LCM and model-ID-based LCM
· Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.

Conclusion
From RAN1 perspective, it is clarified that an AI/ML model identified by a model ID may be logical, and how it maps to physical AI/ML model(s) may be up to implementation.
· When distinction is necessary for discussion purposes, companies may use the term a logical AI/ML model to refer to a model that is identified and assigned a model ID, and physical AI/ML model(s) to refer to an actual implementation of such a model.

Agreement
· Study necessity, mechanisms, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.
· Study necessity, mechanisms, after model identification, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.

Working Assumption
The definition of ‘AI/ML model transfer’ is revised (marked in red) as follows:
	AI/ML model transfer
	Delivery of an AI/ML model over the air interface in a manner that is not transparent to 3GPP signaling, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.


 
Working Assumption
	Model selection
	The process of selecting an AI/ML model for activation among multiple models for the same AI/ML enabled feature.
Note: Model selection may or may not be carried out simultaneously with model activation




Agreements in RAN1#113:

Agreement
Consider at least the following aspects and if applicable, the corresponding potential specification impact related to data collection:
· Measurement configuration and reporting
· Contents, type and format of data including:
· Data related to model input
· Data related to ground truth 
· Quality of the data
· Other information
· Signaling of assistance information for categorizing the data
· Note: The study should consider the feasibility of disclosure of proprietary information
· Signaling for data collection procedure
· Note 1: Use-case specific details can be studied in respective agenda items
· Note 2: Signaling mechanism details can be studied by appropriate working groups.


Agreement
For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
· FFS: Spec impact to other WGs
· Type B: Model is identified via over-the-air signaling, 
· Type B1: 
· Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Type B2: 
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Note: The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary.

Agreement
For functionality/model-ID based LCM,
· Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.

Agreement
· Once models are identified, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: applicability to model identification, Type A, type B1 and type B2 
· FFS: Using a procedure other than UE capability report
· Note: model identification using capability report is not precluded for type B1 and type B2


Agreement
Study how to handle the impact of UE’s internal conditions such as memory, battery, and other hardware limitations on functionality/model operations and AI/ML-enabled Feature.
Note: it does not preclude any existing solutions.

Agreement
Revise the following terminologies for model activation, model deactivation, and model switching as follows
	Model activation
	Enable an AI/ML model for a specific function AI/ML-enabled feature

	Model deactivation
	Disable an AI/ML model for a specific function AI/ML-enabled feature

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function AI/ML-enabled feature



Agreement
In model delivery/transfer Case z4, the “known model structure” means an exact model structure as has been previously identified between NW and UE and for which the UE has explicitly indicated its support.
In model delivery/transfer Case z5, the “unknown model structure” means any other model structure not covered in z4, including any model structure that is only partially known. 

Agreement
For the purpose of activation/selection/switching of UE-side models/UE-part of two-sided models /functionalities (if applicable), study necessity, feasibility and potential specification impact for methods to assess/monitor the applicability and expected performance of an inactive model/functionality, including the following examples:
· Assessment/Monitoring based on the additional conditions associated with the model/functionality
· Assessment/Monitoring based on input/output data distribution
· Assessment/Monitoring using the inactive model/functionality for monitoring purpose and measuring the inference accuracy
· Assessment/Monitoring based on past knowledge of the performance of the same model/functionality (e.g., based on other UEs)
FFS: Requirements for the assessment/monitoring to be reliable (e.g., sufficient data coverage during evaluation)
FFS: Additional aspects specific to the case where the inactive model has never been activated before, if any.

Agreements in RAN1#114:
Agreement
Conclude that applicable functionalities/models can be reported by UE.

Agreement
· Once models are identified via Type A, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: Using a procedure other than UE capability report
· Note: The support and applicability of model identification Type A is a separate discussion.

Agreement
· When a model of a known structure at UE (e.g., Case z4) is transferred from NW, the new model being identified (e.g., via Type B2) has the same structure as an previously identified model at the Network and UE
· Note: the need of model transfer will be discussed separately
Agreement
· Model ID in RAN1 discussion may or may not be globally unique, and different types of model IDs may be created for a single model for various LCM purposes. 
· Note: Details can be studied in the WI phase.
Agreement
RAN1 confirms Assumption 2 in RAN2 LS.
	Assumption 2:
For the latency requirement of data collection, RAN2 assumes:
· For all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection 
· For model inference, when required data comes from other entities, there is a latency requirement for data collection
· For (real-time) model monitoring, when required monitoring data (e.g., performance metric) comes from other entities, there is a latency requirement for data collection.



Agreement
RAN1 confirms RAN2’s Assumption 3 for CSI compression, CSI prediction, beam prediction and Positioning use cases.
For positioning, it is noted that existing specification supports DL PRS measurement and UE positioning in both RRC_CONNECTED and RRC_INACTIVE state. 
	Assumption 3:
RAN2 assumes that the analysis/selection of the data collection frameworks should focus on the RRC_CONNECTED state (for both data generation and reporting). Analysis and potential enhancement of the non-connected state can be revisited when needed.




Agreement (For Replying RAN2 LS)
· For CSI compression enhancement and beam management use cases:
· For model training, training data can be generated by UE/gNB and terminated at NW/gNB/OAM/OTT server 
· For NW-sided model inference and NW-part of two-sided model inference, input data and assistance information (if needed) can be generated by UE and terminated at gNB.
· For UE-side model inference and UE-part of two-sided model inference, input data is internally available at UE/assistance information (if needed) can be generated by gNB and terminated at UE.
· For (real-time) model performance monitoring at the NW/OTT side, calculated performance metrics  (if needed) or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB/OTT.

Agreement (For Replying RAN2 LS)
· For CSI enhancement and beam management use cases:
· For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.
· For NW-sided model inference, input data can be generated by UE and terminated at gNB.
· For UE-side model inference, input data/assistance information is internally available at UE. can be generated by gNB and terminated at UE.
· For performancemodel monitoring at the NW side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB.
· For positioning enhancement use case:
· For model training, training data can be generated by UE/PRU/gNB/LMF and terminated at LMF/OTT server.
· For LMFNW-sided model inference (Case 2b, Case 3b), input data can be generated by UE/gNB and terminated at LMF gNB.
· For gNB-sided model inference (Case 3a), input data is internally available at gNB.
· For UE-side model inference (Case 1, Case 2a), input data/assistance information is internally available at UE can be generated by LMF/gNB and terminated at the UE.
· For modelperformance monitoring at the NWLMF side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE/gNB and terminated at LMF.
· For modelperformance monitoring at the NWgNB side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by at least gNB.
Note: RAN1 did not reply on the notes that, regarding training, different NW entities for training (gNB/CN/LMF/OAM) as it is out of RAN1’s expertise that RAN1 cannot confirm. RAN1 simply denoted them as NW in the reply.
Note: For assistance information, inform RAN2 related conclusions/agreements/observations. RAN1 did not reply on assistance information.
Note: RAN1’s understanding is that “input data” in the LS refers to essential inputs for the given use case and does not include assistance information that a model may additionally use as model input.  
Note: RAN1 notes that, regarding model monitoring, performance metric is not a part of data collection but should rather be discussed as a procedure for performance monitoring. Instead, data needed for performance metric calculation (if needed) should be captured in the data collection requirement.

Observation
· Scenario/configuration specific (including site-specific configuration/channel conditions) models may provide performance benefits in some studied use cases (i.e., when a single model cannot generalize well to multiple scenarios/configurations/sites).
· At least, when UE has limitation to store all related models, model delivery/transfer, if feasible, to UE may be beneficial, at the cost of overhead/latency associated with model delivery/transfer.
· Note: On-device Finetuning/retraining, if feasible, of a single model may be an alternative to model delivery/transfer.
· Note: a single model may generalize well in some studied use cases. 
· Note: Model transfer/delivery to UE may also face challenges, e.g., proprietary issues /burdens in some scenarios
Observation
· Model transfer/delivery of an unknown structure at UE has more challenges related to feasibility (e.g. UE implementation feasibility) compared to delivery/transfer of a known structure at UE.
Agreement (For Replying RAN2 LS)
· For CSI prediction enhancement and beam management use cases:
· For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.
· For NW-sided model inference, input data can be generated by UE and terminated at gNB.
· For UE-side model inference, input data/assistance information is internally available at UE can be generated by gNB and terminated at UE.
· For performancemodel monitoring at the NW side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB.


Agreement
To reply RAN2 LS, for 
	Assumption 1:
RAN2 assumes that for the data collection in some scenarios (e.g., internal data up to implementation or the existing data are enough), possibly no RAN2 specification effort is needed in some scenarios, e.g. (not exhaustive):
· For model inference of the UE-sided model, input data for model inference is available inside the UE.
· For UE-side (real-time) monitoring of the UE-sided model, performance metrics are available inside the UE. UE can independently monitor a model's performance without any data input from NW.


RAN1 informs RAN2:
· For model inference of the UE-sided model, input data for model inference is available inside the UE.

· For (real-time) model UE-side performance monitoring of the UE-sided model, in some cases, e.g., for CSI prediction and beam prediction, performance metrics are available inside the UE. UE can independently monitor a model's performance without any data input from NW.
· Note: RAN1’s understanding is that “data input” in the above refers to essential inputs for the given use case and does not include assistance information that a model may additionally use for performance metric calculation.

Note: RAN1’s understanding is that “input data” in the LS refers to essential inputs for the given use case and does not include assistance information that a model may additionally use as model input. RAN1 did not reply on assistance information.

Agreements in RAN1#114bis:

Agreement
· Model-ID, if needed, can be used in a Functionality (defined in functionality-based LCM) for LCM operations.

Agreement 
For CSI compression (For reply LS)
	LCM purpose
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	Training
	Target CSI 
	See Notes 1, 2
	Relaxed
	This row applies to Type 1, Type 2, and the first or second stage of described procedure of Type 3 separate training.

	
	CSI Feedback
	See Note 3
	Relaxed
	This is for dataset delivery for the second stage of described procedure of Type 3 separate training (either from Network side to UE side, or from UE side to Network side) and forward propagation information for Type 2 training.
See Note 7

	
	Gradients for CSI Feeback
	No agreement
	Relaxed
	This is for backward propagation for Type 2 training
See Note 7

	Inference
	CSI Feedback
	See Note 3
	Time-critical
	Can use L1 report similar to legacy CSI

	Monitoring
	Reconstructed CSI from NW to UE
See Note 6
	No agreement; [expected to be similar to target CSI for monitoring]
	Near-real-time
	This is called “UE-sided monitoring” in RAN1.

	
	Calculated performance metrics
See Note 6
	See Note 4
	Near-real-time
	This is called “UE-sided monitoring” in RAN1.

	
	Target CSI
See Note 6
	 See Notes 1, 2
	Near-real-time
	This is called “NW-sided monitoring” in RAN1.



Note 1: Target CSI may be precoding matrix or channel matrix. RAN1’s reply for data size is based on precoding Matrix which has been more widely evaluated than channel matrix.
Note 2: Data size for target CSI depends on the format. There is no agreement on the format or necessary precision of the target CSI. Some examples based on companies’ evaluations are: eType-II format (up to ~1000 bits), eType-II-like format (~ a few 1000 bits), and float32 format (up to ~ 150K bits). The data size may also vary depending on the configuration, and the captured value indicates the order of magnitude of the typical data size per sample as a guideline. 

Note 3: There is no agreement on the CSI feedback size. Values in the order of eType II payload size may be assumed (up to ~ 1000 bits) for RAN2 discussion.
Note 4: There is no agreement on the exact metric or reporting format. An example based on companies’ evaluations is: SGCS (10s of bits)
Note 5: There are no agreements on the reporting type.
Note 6: Feasibility and necessity of the monitoring schemes listed in the table are under discussion
Note 7: RAN1 has agreed to deprioritize Type 2 training over the air interface.

Note(serve as trace in session notes)
Data size for target CSI depends on the format and configuration, for examples,
· In eType-II PC 8 format, the payload size (PMI part) for rank 1, 13 subbands, 32 ports is around 300 bits.
· In eType-II PC 8 format, the payload size (PMI part) for rank 2, 19 subbands, 32 ports is around 800 bits.
· In floating point format (32 bits per sample), the precoding matrix for 1 layer, 13 subbands, 32 ports needs around 50 kilobits. This number doesn’t account for any potential compression techniques.
· In floating point format (8 bits per sample), the precoding matrix for 4 layers, 19 subbands, 32 ports needs around 40 kilobits. This number doesn’t account for any potential compression techniques.
· In floating point format (32 bits per sample), the precoding matrix for 4 layers, 19 subbands, 32 ports needs around 150 kilobits. This number doesn’t account for any potential compression techniques.

Agreement 
For CSI prediction at UE side (For reply LS)
	LCM purpose
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	Training
	Target CSI in observation and prediction window
	See Notes 1, 2
	Relaxed
	

	Inference
	Predicted CSI feedback (AI/ML output)
	See Note 3
	Time-critical
	Can use L1 report similar to legacy CSI

	Monitoring
	ground truth (i.e., target CSI) corresponding to predicted CSI 
See Note 6
	See Notes 1, 2
	Near-real-time
	

	
	Calculated performance metrics / Performance monitoring output
See Note 6
	See Note 5
	Near-real-time
	



Note 1: Target CSI may be precoding matrix or channel matrix. RAN1’s reply for data size is based on channel matrix which has been more widely evaluated than precoding Matrix.
Note 2: Data size for target CSI depends on the format. There is no agreement on the format or precision of the target CSI. The data size may also vary depending on the configuration, and the captured value indicates the order of magnitude of the typical data size per sample as a guideline. One example based on companies’ evaluations is up to around 1.5Mbits, assuming float 32 and 10 CSI-RS observation instances as input to predict one future CSI instance.
Note 3: There is no agreement on the predicted CSI feedback size. Values in the order of eType II payload size may be assumed (up to ~ 1000 bits) for RAN2 discussion.
Note 4: There are no agreements on the reporting type.
Note 5: There is no agreement on the performance metric or monitoring output details.
Note 6: Feasibility and necessity of the monitoring schemes listed in the table are under discussion.

Note (serve as trace in session notes)
Data size for target CSI depends on the format and configuration, for examples,
· In floating point format (32 bits per sample), the channel matrix for 4 layers, 19 subbands (one matrix per subband), 32 ports needs around 150 kilobits per CSI-RS instance. Assuming 10 CSI-RS observation instances as input to predict one future CSI instance, the total is around 1.5M bits. This number doesn’t account for any potential compression techniques.

Agreement
· For an AI/ML-enabled feature/FG, additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG.
· It doesn’t imply that additional conditions are necessarily specified 
Agreement
· Additional conditions can be divided into two categories: NW-side additional conditions and UE-side additional conditions. 
· Note: whether specification impact is needed is separate discussion
Agreement
For Beam management (For reply LS)

	LCM purpose
	UE-side/NW-side models
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	Training
	UE-side, NW-side
	L1-RSRPs and/or beam-IDs

	See Note 1 for L1-RSRPs
	Relaxed

	


	Inference
	UE-side
	Beam prediction results

	Small (10s of bits)
	Time-critical
	RAN1 has agreed to consider L1 signalling for this reporting

	
	NW-side
	L1-RSRPs, and Beam-IDs if needed, for Set B
	See Note 1 for L1-RSRPs
	Time-critical
	

	Monitoring
	UE-side
	Event occurrence and/or calculated performance metrics (from UE to NW)
See Note 4
	Small (10s of bits)
	Near-real-time
	

	
	UE-side
	L1-RSRP(s) and/or beam-ID(s)
See Note 4
	Up to 10 bits, or up to 100 bits, or up to hundreds of bits.
See Note 1 for L1-RSRPs
	Near-real-time
	

	
	NW-side 
	L1-RSRP(s) and/or beam-ID(s)

See Note 4
	Up to 10 bits, or up to 100 bits, or up to hundreds of bits.
See Note 1 for L1-RSRPs
	Near-real-time
	



Note 1: There is no agreement on the data size of L1-RSRPs for Set A or Set B, but the following typical data size is provided as guidance for RAN2 discussion. Based on existing L1-RSRP reporting methodology, i.e., 7 bits for the strongest beam and 4 bits for the remaining beams, for Set B = 16 as an example, the typical data size would be 67 (hence up to ~100 bits), and for Set A = 128 as an example, the typical data size would be 515 (hence up to ~500 bits) if all beams in Set A were to be collected. For BM Case 2, the data size L1-RSRPs for Set A and Set B represents the data size per predicted future time instance and per history measurement time instance, respectively. Payload size may not be fixed.
Note 2: There are no agreements on the reporting type.
Note 4: Feasibility and necessity of the monitoring schemes listed in the table are under discussion.
Note 5: For BM Case 2, the typical value of the number of history measurement time instance used in evaluations is up to 8 and typical value of the number of predicted future time instance is 1~4.

Agreement
For positioning (For reply LS)
	LCM purpose
	Case
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	Training
	All Cases


	Measurements (corresponding to model input): timing, power, and/or phase info
See Note 2
	Size depends on number of PRS/SRS resources, measurement type (timing, power, and/or phase info) and report format:
~100 bits to 1000s bits per PRS/SRS resource
See Note 3
	Relaxed
	

	
	Direct AI/ML positioning
	Label: Location coordinates as model output
	56 to 144 bits 
See Note 3
	Relaxed
	

	
	
AI/ML assisted positioning
	Label: Intermediate positioning measurement (timing info, LOS/NLOS indicator) as model output
See Note 2
	10s bits to 100s bits per PRS/SRS resource
See Note 3
	Relaxed
	

	Inference
	1
	Location coordinates as model output
	56 to 144 bits
See Note 3
	See Note 5
	

	
	2a, 3a
	Intermediate positioning measurement (timing info, LOS/NLOS indicator) as model output
See Note 2
	10s bits to 100s bits per PRS/SRS resource
See Note 3
	See Note 5
	

	
	2b, 3b
	Measurements (corresponding to model input):
Timing, power, and/or phase info 
See Note 2
	Size depends on number of PRS/SRS resources, measurement type (timing, power, and/or phase info) and report format:
~100 bits to 1000s bits per PRS/SRS resource
See Note 3
	See Note 5
	

	Monitoring
	All Cases
	See Note 8
	See Note 8
	Near-real-time
	See Note 6 and 7



Note 1: The necessity and feasibility of difference cases (Case1 to Case3b) needs further discussion/conclusion.
Note 2: For measurements as model input, no agreement on measurement types (i.e., time, power, and/or phase) in RAN1 for all cases (i.e., Case1 to Case3b). Measurement types (including their necessity) and sizes/dimension needs to be further discussed. Candidate measurement types discussed/evaluated for model input include CIR (contains timing, power and phase information), PDP (contains timing and power information), DP (contains timing information). For labels (i.e., model output) of AI/ML assisted positioning (Case2a, Case3a), RAN1 identified an initial listing of candidates that provide performance benefits (i.e., timing info, LOS/NLOS indicator). RSRP/RSRPP is for further discussion.
Note 3: The measurement size of one data sample = (measurement data size of one PRS/SRS resource)*(number of PRS/SRS resources needed for model input). The label size of one data sample = (label data size of one PRS/SRS resource)*(number of PRS/SRS resources needed for model output). The quantization and bit representation of time, power, and phase information (including their necessity) still need to be further discussed.  Existing specification allows reporting of up to 64 PRS/SRS resources per frequency layer for one positioning fix. For evaluations, most companies considered up to 18 TRPs. It should be noted that AI/ML positioning is not restricted to work only with maximum of 18 TRPs.
· Example of calculation on a potential lower bound on measurement size per PRS/SRS resource:
· A potential lower bound on measurement size per PRS/SRS resource can be calculated as follows (assuming timing only for 9 measurements per PRS/SRS resource): 16 + 9*8 = 88 bits. The total lower bound can be 88*N bits, where N is number of PRS/SRS resources used as model input for obtaining a positioning fix. This is based on the assumption of timing info as 16 bits for first arrival and 9 bits for relative timing.
· Example of calculation of a potential upper bound on measurement size per PRS/SRS resource:
· A potential upper bound on measurement size per PRS/SRS resource can be calculated as follows (assuming timing, power, and phase for 256 measurements per PRS/SRS resource and assuming 8 bit representation of each real number): 2*(8*256) = 4096 bits. The total upper bound can be 4096*N bits, where N is number of PRS/SRS resources used as model input for obtaining a positioning fix.
· For location coordinates (corresponding to model output)
· The bit representation of location coordinates depends on the type of shape, resolution, and uncertainty used to indicate the location (e.g., ellipsoid point, ellipsoid point with uncertainty circle, high accuracy ellipsoid with uncertainty ellipsoid, etc.) as listed in TS 23.032. The range of bit representation for location coordinates can be 7 bytes to 18 bytes (i.e., 56 to 144 bits). The location information report in existing specifications may contain additional information besides location coordinates (e.g., velocity, location error, integrity info, etc.)
· For intermediate positioning measurement (corresponding to model output):
· The quantization and bit representation of time, [RSRP/RSRPP], and LOS/NLOS information (including their necessity) as model output still need to be discussed in an appropriate working group. As a reference to existing timing representation in Rel17 [TS 37.355], an example on the label size can be of 21 bits per PRS/SRS resource while assuming model output produces one timing of 21 bits per PRS/SRS resource. The label size can be 21*N bits, where N is number of PRS/SRS resources for which intermediate positioning measurement has been generated. If power info LOS/NLOS indicator (7 bits 1 bit per PRS/SRS resource assuming hard value for LOS/NLOS indicator) is included, the label size becomes 2822*N bits. 
Note 4: No agreement on reporting types (i.e., periodicity, event-triggered/on-demand, etc.). 
Note 5: There are no agreements on the reporting latency. 
Note 6: RAN1 agreed on an initial listing of entities that can derive the monitoring metric for AI/ML positioning for different cases (Case1 to Case3b):
 -1: At least UE derives monitoring metric
 -2a: At least UE and LMF (based on ground truth) derives monitoring metric
     - LMF (if monitoring based on ground truth)
 -3a: At least gNB/TRP and LMF (based on ground truth) derives monitoring metric
     - LMF (if monitoring based on ground truth)
 -2b and 3b: At least LMF derives monitoring metric 
Note 7: No agreement yet on a monitoring decision entity or their mapping to other entities (e.g., entity running the inference, entity deriving the monitoring metric, etc.).
Note 8: RAN1 has studied several types of related statistics where potential request/report of Monitoring related statistics and its necessity are for further discussion. 

Agreement
For drafting LS,
This LS reply is meant to capture existing RAN1 agreements/conclusions/observations and discussions for the purpose of replying the RAN2 LS; The LS reply does not serve as additional agreements/conclusions/observations beyond what RAN1 has already agreed/concluded/observed.

Agreement
Common Notes for all sub-use-cases:
· In answering latency requirements, RAN1 used the following descriptions:
· Relaxed (e.g., minutes, hours, days, or no latency requirement)
· Near-real-time (e.g., several tens of msecs to a few seconds)
· Time-critical (e.g., a few msecs)
· In the reply, RAN1 captured the typical data size per each data sample.
· Model training is assumed to be offline training.
· In RAN1’s answer, RAN1 did not list assistance information. RAN1 has informed RAN2 of related conclusions/agreements/observations regarding assistance information in the RAN1 response to Part A.
· There may be other information identified for training not included in the tables. For example, in positioning enhancement, some information has been considered as potential spec impact (e.g., quality indicators, time stamps, RS configuration(s)). 
· In this reply for Part B, the term 'NW-side monitoring' is not explicitly used since RAN1’s understanding of the term is not fully aligned with RAN2 terminology. Rather, RAN1 explained directly the data contents for monitoring. It should also be noted that in the RAN1 response to part A, RAN1 used the term ‘NW-sided monitoring’ aligned with RAN2.
· For monitoring, RAN1 provided replies only for near-real-time monitoring. The requirements for data collection for relaxed monitoring, if necessary, can be considered to be similar to offline training requirements.


Agreement
· For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
· Model training at NW and transfer to UE, where the model has been trained under the additional condition
· Information and/or indication on NW-side additional conditions is provided to UE 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· Other approaches are not precluded
· Note: it does not deny the possibility that different approaches can achieve the same function.
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Introduction
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interface” has been approved for 
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aspects of AI/ML framework.
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can be 


one of the most important 
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·


 


For an AI/ML


-


enabled feature/FG, additional conditions refer to any aspects that are 


assumed for the 


training of the model but are not a part of UE capability for the AI/ML
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enabled feature/FG.


 


o


 


It doesn’t imply that additional conditions are necessarily specified 
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Additional conditions can be divided into two categories: NW
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side additional conditions and UE
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side 


additional conditions. 


 


·


 


Note: whether specification impact is needed is separate discussion
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For inference for UE
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side models, to ensure consistency between training and inference regarding NW


-


side 


additional conditions (if identified), the following options can be taken as potential approaches (when 


feasible and necessary): 
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Model identification to achieve alignment on the NW
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side additional condition between NW
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and UE


-


side


 


o


 


Model training at NW and transfer to UE, where the model has been trained under the additional 


condition
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