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1. Introduction
A new study item on Artificial Intelligence (AI) / Machine Learning (ML) for NR air interface has been approved in [1]. One of the study item objectives includes terminology and description to identify common and specific characteristics for the AI/ML framework investigations and life cycle management (LCM). In this contribution we discuss general framework and LCM characteristics based on past discussions. 
2. Model: logical vs physical, model-ID

	Conclusion (RAN1#112bis-e)
From RAN1 perspective, it is clarified that an AI/ML model identified by a model ID may be logical, and how it maps to physical AI/ML model(s) may be up to implementation.
· When distinction is necessary for discussion purposes, companies may use the term a logical AI/ML model to refer to a model that is identified and assigned a model ID, and physical AI/ML model(s) to refer to an actual implementation of such a model.

Agreement (RAN1#114)
· Model ID in RAN1 discussion may or may not be globally unique, and different types of model IDs may be created for a single model for various LCM purposes. 
Note: Details can be studied in the WI phase.



Physical Model: An algorithm description, that, in conjunction with one or more UE specific information or customizations like format, quantization, compilation defines a practical AI-ML implementation. As an example, such a description is necessary for the purposes of transfer, training or development of a model. 

Logical Model: An algorithm description that is sufficient for UE and gNB to have common understanding for a specific signaling purpose. Many aspects of the algorithm that has no bearing on signaling specification can be transparent to this model. As an example, such a description is sufficient for the purposes of a gNB monitoring a one-sided model (UE sided) through specification defined signaling. In general, we believe RAN1 specifications should primarily refer to logical models. 

It is obvious that a logical model can be associated or implemented via one or more physical models. Model identification applies to both physical and logical models. 

The physical or logical model context (usage) could be envisioned as follows:

	Usage
	Physical model
	Logical model

	Model identification process
	X
	X

	Model development and training
	X
	

	Model transfer/delivery (parameters or structure + parameters)
	X
	

	UE capability reporting
	X
	X

	Model inference
	
	X

	Model performance monitoring
	
	X

	Model selection, activation, deactivation, switching, fallback
	
	X




As we can see from the above, in different stages of LCM, different interpretations of a model (physical or logical) makes natural sense. Also, note that if an usage is applicable for both physical and a logical model, it is sufficient to treat it as a logical model. Therefore, it appears that the concept of a physical model is relevant for model development, training, and transfer. In other contexts (primarily impacting RAN1 specifications), a logical model concept is sufficient. 

[bookmark: _Hlk134446425]Furthermore, the uniqueness of a model-ID should be considered carefully. From an air-interface perspective, it seems perfectly feasible for the NW to use the same model-ID in a model-ID based LCM to identify different physical models (for different UEs for example), since the meta-information for the model clarifies the distinction to the NW. Also, for L1 signaling purposes in model-ID based LCM, it is still not clear what should be the namespace for a model-ID.

Proposal-1: Define a physical model that is relevant for model development, training and transfer, in other contexts (that are primarily impacting RAN1 specifications) a logical model definition is sufficient. 

Proposal-2: From a physical layer perspective there is no need for uniqueness of a model-ID (neither global nor local in model-ID based LCM) since the meta-information for the model clarifies the distinction between different UEs. 

3. NW-side model development and training

Model development and training could potentially occur at a 3GPP or a non-3GPP node, it can be a NW-side, a UE-side or a neutral-side server. Model training, particularly training on a developed model could occur in an NW-side node. One of the key benefits of such an approach is to customize a model to the NW environment with readily available data. The NW could naturally collect channel data that reflects its own hardware (antenna) and local environment (room, shopping mall, bus-station etc.). A NW trained model (or model parameters) can be expected to achieve consistent performance with a model that is smaller in size and complexity compared to a model that has to be generalized across many unseen scenarios. Model transfer/delivery to the UE can happen through 3GPP or non-3GPP mechanisms.

In terms of model format, an open-format model (like ONNX) obviously allows interoperability and NW-side training of a model – it has been argued this can be undesirable as it leads to disclosure of model implementation. However, it is possible that a proprietary format may be recognized by a closed group of UE/NW vendors that allows training at the NW-side or a model parameter set trained at the UE-side is hosted at the NW. Therefore we have the following proposal

Proposal-3: For model transfer in a proprietary format, support a NW to update the parameters of a model at the UE – (including indirect means involving a UE-side server if needed) 

In terms of analyzing the pros and cons for the different model delivery/transfer cases, our views are provided in the following table.

Proposal-4: Consider the following analysis of the model transfer cases for TR

	
	Use cases
	Benefits
	Challenges 
	Specification impact 

	Y
	
	Baseline
	Baseline
	Baseline

	Z1
	
	
	
	S1

	Z2
	
	
	C1
	S1

	Z3
	
	
	C1, C2, C3
	S1

	Z4
	
	B1, B2, B3
	C1, C2, C3, 
	S1

	Z5
	
	B1, B2, B3
	C1, C2, C3, C4
	S1



B1: Short model parameter update timescale
B2: Instant and on demand model storage requirement at the UE device 
B3: Model parameter update without data sharing and co-engineering for two-sided models
C1: Secret AI-models – when such a model performs better than widely available open AI-models
C2: UE capability for accepting new parameters for an existing known model structure
C3: performance guarantee of an updated model compared to a baseline model 
C4: Device capability of deploying an unknown model structure
S1: specification related to model transfer 
4. Model identification types

Previously RAN1 has agreed to 3 model identification types as shown below:

	Agreement
For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
· FFS: Spec impact to other WGs
· Type B: Model is identified via over-the-air signaling, 
· Type B1: 
· Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Type B2: 
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
Note: The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary.




Model identification to NW/NW-side is a process involving 3GPP signaling or otherwise through which the NW acquires meta information associated with a model (and a model-ID is associated) – this could be a physical model if model transfer/delivery is applicable and if not, a logical model. The model identification process is distinct from model transfer but it is a step that is required for model transfer. A model identification process involves a model structure and parameters – including the case of a model structure with a set of default parameters (not trained). 

Type A model identification – The main characteristic of this type is that model development/training and alignment of NW/UE understanding of the model in terms of additional condition (also meta information) and model-ID generation is outside RAN signaling. The procedure of announcement of model-ID as part of advertisement (for e.g. UE capability) or configuration or indication etc. can be UE initiated or NW initiated but it should be still Type A model identification. Type A is associated with a logical model if there is no related model transfer otherwise its associated with a physical model.

Type B1 model identification – The main characteristic of this type is that a model is trained (or fine-tuned) by UE/UE-side. The alignment of NW/UE understanding of the model in terms of additional condition (plus meta information) and model-ID generation occurs online. It is possible to have a model identified via Type A to be identified as Type B1 after re-training. Type B2 is associated with a logical model.

Type B2 model identification – The main characteristic of this type is that a model is trained (or fine-tuned) by NW/NW-side. The alignment of NW/UE understanding of the model in terms of additional condition (plus meta information) and model-ID generation occurs online. It is possible to have a model identified via Type A to be identified as Type B2 after re-training. Type B2 is associated with a physical model since its associated with model transfer. 

Proposal-5: Further refine model identification types as follows: Type A model identification covers procedures where model development/training and model-ID generation occurs outside RAN signaling, Type B1 model identification covers procedures where a model is trained (or fine-tuned) by UE/UE-side and model-ID assignment occurs online. Type B2 model identification covers procedures where a model is trained (or fine-tuned) by NW/NW-side and model-ID assignment occurs online. 

Model identification procedure should be defined separately from the issue of alignment of additional conditions across training and inference.

5. Functionality-based LCM

Functionality based-LCM

Functionality based LCM is based on the current structure for UE capability reporting and UE feature management by the gNB. It does not require an identification procedure and consequently it does not apply to model transfer/delivery. In other words, it is not applicable of collaboration level-z. In this case the NW manages the LCM at the granularity of functionality while the UE is responsible for model-level LCM. It is applicable to 1-sided models only because for 2-sided models, the NW needs to be aware at the granularity of model level.

Functionality will be defined in the specification and any UE that advertises the support of such a function is treated exactly in the same way by a gNB. A gNB is unaware of any additional information regarding the implementation or underlying models of such a functionality.


Functionality identification process

	Functionality identification
	A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE
Note: Information regarding the AI/ML functionality may be shared during functionality identification.
FFS: granularity of functionality



We understand that functionality identification is a process by which a UE identifies its capabilities to the NW based on the current UE capability framework. In this context UE may report applicable/additional conditions or configurations. If applicable/additional conditions comprises of scenarios, sites and datasets, such conditions need to be specified as part of UE capability. If it is not specified, then UE reporting mechanism can be used to inform the gNB on the applicability of the functionality in a dynamic manner. This does not involve network interest or network capability which is related to configuration aspects. 

Granularity of functionality

Functionality refers to a configuration of the feature/FG by the NW based on NW capability/interest. The reporting of applicability of functionalities (configured or not configured) can occur as usual based on UE reporting. These steps follow the step of functionality identification. Therefore, the granularity of functionality can depend on configurations and UE reports that may be dynamic but this should not affect a functionality identification process.

Proposal-6: Some additional conditions (for applicable functionalities) may be incorporated into UE capability reporting that are reported in a static manner and some additional conditions may be incorporated into configurations that can be reported by a UE in a dynamic manner.

Signaling of assistance information regarding scenarios, sites, and datasets from NW to aid UE-side transparent model operations (without model identification) at the Functionality level could be considered for purposes for data-collection.
6. NW-side Additional Conditions
In RAN1#114bis meeting the following agreement was achieved 
	Agreement
· For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
· Model training at NW and transfer to UE, where the model has been trained under the additional condition
· Information and/or indication on NW-side additional conditions is provided to UE 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· Other approaches are not precluded
· Note: it does not deny the possibility that different approaches can achieve the same function.



The approaches agreed in the previous meeting depend on quite a few factors including mechanisms for model identification and model identification types, collaboration levels between network and UE, location of model training etc. The following table provides some inputs on the different approaches based on currently agreed model identification types and related information exchanges between NW and UE.
[bookmark: _Ref149918396]Table 1: Ensuring consistency between training and inference
	Approach
	How NW-side additional conditions are addressed/incorporated for training
	What is done for inference to ensure consistency between training and inference regarding NW-side additional conditions
	Analysis

	a) Based on Model identification
	Type A
	Aligned offline
	Aligned offline via meta information
	Type A is considered offline and collaborative between NW and UE, consistency taken care of offline (no RAN1 signaling)



	b) 
	Type B1
	NW provides assistance information, time/region information, database-ID to UE
	UE provides model-ID, database-ID, meta-information to NW
	Type B1 limited to training at UE/UE-side, higher spec impact if meta-information is specified

	c) 
	Type B2
+ (model
transfer)
	Incorporated during model training.


	NW provides model-ID, meta-information to UE
	Type B2 limited to training at NW/NW-side with model transfer,  higher spec impact if meta-information is specified

	d) Model Training at NW and transfer to UE
	
Same as a) Type B2

	
Same as a) Type B2

	Same as a) Type B2

	e) Information and/or indication on NW-side additional conditions provided to UE
	
NW provides assistance information, time/region information,
database-ID to UE
	
UE provides database-ID, meta-information to NW
	Similar to Type B1 but no model-ID, higher spec impact if meta-information is specified

	f) Consistency assisted by monitoring
	
Through methods from a), b), c)
	
UE side monitoring of candidate model performance

NW side monitoring of candidate model performance
	Specification impact of procedures for monitoring multiple models



Proposal-7: Consider Table 1 as a summary of the methods for ensuring consistency between training and inference based on the agreement from RAN1#114bis
7. Conclusions

Proposal-1: Define a physical model that is relevant for model development, training and transfer (specification impact outside RAN1), in other contexts (that are primarily impacting RAN1 specifications) a logical model definition is sufficient.

Proposal-2: From a physical layer perspective there is no need for uniqueness of a model-ID (neither global nor local in model-ID based LCM) since the meta-information for the model clarifies the distinction between different UEs.

Proposal-3: For model transfer in a proprietary format support a NW to update the parameters of a model at the UE – (including indirect means involving a UE-side server if needed)

Proposal-4: Consider the following analysis of the model transfer cases for the TR

	
	Use cases
	Benefits
	Challenges 
	Specification impact 

	Y
	
	Baseline
	Baseline
	Baseline

	Z1
	
	
	
	S1

	Z2
	
	
	C1
	S1

	Z3
	
	
	C1, C2, C3
	S1

	Z4
	
	B1, B2, B3
	C1, C2, C3, 
	S1

	Z5
	
	B1, B2, B3
	C1, C2, C3, C4
	S1



B1: Short model parameter update timescale
B2: Instant and on demand model storage requirement at the UE device 
B3: Model parameter update without data sharing and co-engineering for two-sided models
C1: Secret AI-models – when such a model performs better than widely available open AI-models
C2: UE capability for accepting new parameters for an existing known model structure
C3: performance guarantee of an updated model compared to a baseline model 
C4: Device capability of deploying an unknown model structure
S1: specification related to model transfer

Proposal-5: Further refine model identification types as follows: Type A model identification covers procedures where model development/training and model-ID generation occurs outside RAN signaling, Type B1 model identification covers procedures where a model is trained (or fine-tuned) by UE/UE-side and model-ID assignment occurs online. Type B2 model identification covers procedures where a model is trained (or fine-tuned) by NW/NW-side and model-ID assignment occurs online.

Proposal-6: Some additional conditions (for applicable functionalities) may be incorporated into UE capability reporting that are reported in a static manner and some additional conditions may be incorporated into configurations that can be reported by a UE in a dynamic manner.

Proposal-7: Consider Table 1 as a summary of our views on the methods for ensuring consistency between training and inference based on the agreement from RAN1#114bis
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