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Introduction
After the RAN1#114bis meeting [1], “Remaining issues on AI/ML for CSI feedback enhancement” is not completed. This contribution will further discuss the following open issues:
· Remaining issues on CSI compression, including pros/cons analysis and conclusion for training collaboration types, elaborations on data collection and model pairing.
· Recommendations to CSI compression and CSI prediction.
[bookmark: _Ref129681832]Remaining issues on CSI compression
[bookmark: OLE_LINK40]Training collaboration types
In the RAN1#114bis meeting [2], the comparison among different training collaboration types has been discussed and several agreements had been achieved. However, there are still some open elements in the latest summary tables. This section will further discuss the controversial parts of each training collaboration type.
[bookmark: OLE_LINK41]Training collaboration Type 1
The following table is the latest status for training collaboration Type 1. 
	In CSI compression using two-sided model use case, the following table captures the pros/cons of training collaboration types 1:
		      Training types
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Whether model can be kept proprietary 
	No
	No
	No
	No

	Whether require privacy-sensitive dataset sharing
	No (note 3)
	No (note 3)
	No (note 3)
	No (note 3)

	Flexibility to support cell/site/scenario/configuration specific model
	Flexible except for UE defined scenarios. 

Not flexible for UE defined scenarios unless UE assistance information is supported and available.  
	Flexible except for UE defined scenarios. 

Not Flexible for UE defined scenarios unless 
UE assistance information is supported and available. 

	Flexible except for NW defined scenarios. 

Not flexible for NW defined scenarios unless NW assistance information is supported and available.  
	Flexible except for NW defined scenarios.

Not flexible for NW defined scenarios unless NW assistance information is supported and available.  


	Whether gNB/device specific optimization is allowed
	gNB: Yes
UE: No
	gNB: Yes
UE: less flexible compared to UE side
	gNB: No
UE: Yes

	UE: Yes
gNB: less flexible compared to NW side

	Model update flexibility after deployment 
	Flexible only if UE supports the new structure 
	 
Flexible for parameter update
	Flexible
less flexible than Type 1 NW side
	Flexible for parameter update.
less flexible than Type 1 NW side

	Feasibility of allowing UE side and NW side to develop/update models separately
	FFS
	FFS
	FFS
	FFS

	Whether gNB can maintain/store a single/unified CSI reconstruction model over different UE vendors (note x3)

	Yes
	Yes
Performance refers to observations in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843 (note x5)
	No
	No 

	Whether UE device can maintain/store a single/unified CSI generation model over different NW vendors (note x4)

	No  
	 


No     

	Yes
	Yes
Performance refers to observations in “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843 (note x5)

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	FFS
	FFS
	FFS
	FFS

	Extendibility: To train new NW-side model compatible with UE-side model in use
	FFS

	FFS

	FFS

	FFS


	Whether training data distribution can match the inference device
	Limited

	Limited

	Yes
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	 No for UE 
	Yes 
	No for NW
	Yes

	Model performance based on evaluation in 9.2.2.1
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations





[bookmark: _Hlk134800398]In the following, we provide analysis for the entries which are still not converged (the entries not marked as green).
Feasibility of allowing UE side and NW side to develop/update models separately
· Type1: NW side, unknown model structure at UE: If the UE can support fully agnostic model structure, Network side can train a common CSI generation part without considering UE-specific requirements/restrictions. Otherwise, if UE device is not fully agnostic, there is still offline interoperation efforts to somehow align the supported model backbones/structures by UE device. Therefore, the “Feasibility of allowing UE side and Network side to develop/update models separately” is considered as “Feasible for fully unknown model, restricted for partially unknown model”. 
· Type1: NW side, known model structure at UE: The supported model structure(s) of the CSI generation part need to be aligned between the Network vendor and the UE vendor, e.g., in an offline manner. This would lead to a non-trivial offline co-engineering, due to which the engineering isolation is crippled to a large extent. E.g., the model structure, method of parameter quantization, etc., may need to be aligned in an offline manner - this literally needs the joint development of the CSI compression feature between Network vendors and UE vendors which is unprecedented for previous standardized features. Thus, this item is considered as “Infeasible”.
· Type1: UE side, unknown model structure at NW: The software/hardware compatibility issue is symmetrically applicable to the gNB. Therefore, similar to Type1: NW side, if Network can support fully agnostic model structure, UE side can train a common CSI reconstruction part without considering Network-specific requirements/restrictions; otherwise, there is still offline interoperation efforts. 
· Type1: UE side, known model structure at NW: Similar to Type1: NW side, this item is considered as “Infeasible”.
Extendibility: to train new UE-side model compatible with NW-side model in use
· Type1: NW side, unknown model structure at UE: As the UE-side model is trained by the Network, it is always possible for Network to jointly train a new UE-side model and the NW-side model in use by freezing the NW-side model; in that way, the trained UE-side model can be compatible with the NW-side model in use. For the joining of a new UE device type which would introduce new data distribution, the Network can take some time to collect the data subject to the new UE device type before training the UE-side model; in that regard, the extendibility seems not a big issue, and the entry should be “Yes”.
· Type1: NW side, known model structure at UE: Similar to Type1: NW side, unknown model structure at UE, extendibility is supported.
· Type1: UE side, unknown model structure at NW: Since the NW-side model in use is trained and delivered by the UE side, UE side has the replication of the NW-side model in use. Then UE side can perform joint training of the new UE-side model and the NW-side model in use by freezing the replicated NW-side model. For the joining of a new UE device type which would introduce new data distribution, as long as the training dataset has been collected, the UE vendor can jointly train the frozen replicated NW-side model and the new UE-side model. In that regard, extendibility is supported.
· Type1: UE side, known model structure at NW: Similar to Type1: UE side, unknown model structure at NW, extendibility is supported.
Extendibility: to train new NW-side model compatible with UE-side model in use
· [bookmark: OLE_LINK27]Type1: NW side, unknown model structure at UE: Since the UE-side model in use is trained and delivered by the Network side, Network side has the replication of the UE-side model in use. Then Network side can perform joint training of the new NW-side model and the UE-side model in use by freezing the replicated UE-side model. For the joining of a new gNB type which would introduce new data distribution, as long as the training dataset has been collected, the Network vendor can jointly train the frozen replicated UE-side model and the new NW-side model. In that regard, extendibility is supported.
· Type1: NW side, known model structure at UE: Similar to Type1: NW side, unknown model structure at UE, extendibility is supported.
· Type1: UE side, unknown model structure at NW: As the NW-side model is trained by the UE side, it is always possible for UE side to jointly train a new NW-side model and the UE-side model in use by freezing the UE-side model; in that way, the trained NW-side model can be compatible with the UE-side model in use. For the joining of a new gNB type which would introduce new data distribution, the UE vendor can take some time to collect the data subject to the new gNB type before training the NW-side model; in that regard, the extendibility seems not a big issue, and the entry should be “Yes”.
· Type1: UE side, known model structure at NW: Similar to Type1: UE side, unknown model structure at NW, extendibility is supported.
The corresponding entries for the Type 1 table in below are modified accordingly.
Proposal 1: In CSI compression use case, the following table with modification is considered to capture the pros/cons of training collaboration Type 1:
		      Training types
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Feasibility of allowing UE side and NW side to develop/update models separately
	FFS
Feasible for fully unknown model, restricted for partially unknown model
	FFS
Infeasible
	FFS
Feasible for fully unknown model, restricted for partially unknown model
	FFS
Infeasible

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	FFS
Yes
	FFS
Yes
	FFS
Yes
	FFS
Yes

	Extendibility: To train new NW-side model compatible with UE-side model in use
	FFS
Yes
	FFS
Yes
	FFS
Yes
	FFS
Yes


[bookmark: OLE_LINK42]Training collaboration Type 2/3
The following proposal is the latest status for training collaboration Type 2 and Type 3.
	In CSI compression using two-sided model use case, the following table captures the pros/cons of training collaboration types 2 and type 3:  
		     Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential 
NW first (note 1)
	NW first
	 UE first

	Whether model can be kept proprietary 
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)

	Whether require privacy-sensitive dataset sharing
	No (Note 3)
	No (Note3)
	No (Note 3)
	No (Note 3)

	Flexibility to support cell/site/scenario/configuration specific model
	No consensus

	No consensus

	[Semi] flexible except for UE defined scenarios. (note x1) 

[Semi] flexible for UE defined scenarios if UE assistance information is supported and available.  

	[Semi] flexible except for NW defined scenarios (note x1). 

[Semi] flexible for NW defined scenarios if NW assistance information is supported and available.  


	Whether gNB/device specific optimization is allowed
	Yes
	Yes
	Yes
	Yes

	Model update flexibility after deployment (note 4)
	Not flexible

	No consensus.
	Semi-flexible 

	Semi-flexible. 


	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	FFS
	Feasible.  
	Feasible 

	Whether gNB can maintain/store a single/unified CSI reconstruction model over different UE vendors (note x3)

	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” and “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843
	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843
	Yes. Performance refers to observations
in “NW first training, 1 NW part model to 1 UE part model, same backbone”, and “NW first training, 1 NW part model to 1 UE part model, different backbones” of Section 6.2.2.5, TR38.843
	Yes. 
Performance refers to observations in “UE first training, M>1 UE part models to 1 NW part model” of Section 6.2.2.5, TR38.843

	Whether UE device can maintain/store a single/unified CSI generation model over different NW vendors (note x4)


	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” and “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843
	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843
	Performance refers to observations in “NW first training, 1 UE part model to N>1 NW part models” of Section 6.2.2.5, TR38.843
	Yes. Performance refers to observations in “UE first training, 1 NW part model to 1 UE part model, same backbone”, and “UE first training, 1 NW part model to 1 UE part model, different backbones”  of Section 6.2.2.5, TR38.843

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not support
	
Support 
	Support 
	Not support (note x2)

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support 
	Not Support
	Not support (note x2)
	Support

	Whether training data distribution can match the inference device
	No consensus
	Yes for UE-part model,
Limited for NW-part model.
	Limited
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Compatible 
	Compatible
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations





In the following, we provide analysis for the entries which are still not converged (the entries not marked as green).
Feasibility of allowing UE side and NW side to develop/update models separately
· Type 2, NW first sequential training: Due to the real-time interaction of FP/BP iterations between Network and UE during the training (though the sequential joint training may not need to involve all vendors to jointly train as for simultaneous training), engineering isolation is seriously jeopardised. Therefore, this item is considered as “infeasible”.
· In particular, at least the following information needs to be aligned between the two sides:
· Training/validation dataset
· Format of the BP/FP parameters
· Protocol/procedure of the BP/FP interaction
· Number of batches/training loops
· Conditions for convergence
· Moreover, UE vendor and Network vendor cannot accomplish model training independently. That means the Network vendor may need to consider the potential cooperation with the UE vendor or even multiple UE vendors in the timeline of the Network product development (and vice versa), which is unprecedented for previous standardized features. E.g., if the joint training cannot achieve converged results due to unmatched models/training methods, resulting the delayed/failed release of the product. Note that such interoperation needs deep involvement on the model development/training, which is much different from the traditional IoDT test.
Extendibility: to train new UE-side model compatible with NW-side model in use
· Type 2, Simultaneous training: Type 2 simultaneous training means the CSI generation part at UE side and CSI reconstruction part at NW side are trained simultaneously, probably by involving multiple Network vendors and/or multiple UE vendors. Though it is possible for freezing any UE-side model in use or NW-side model in use during the simultaneous training, this behaviour should be categorized to Type 2 sequential training by definition. Therefore, extendibility at UE side is not supported for Type 2 simultaneous training.
· Type 2, NW first sequential training: NW side can freeze its CSI reconstruction part in use when helping UE side training the new CSI generation part. Therefore, extendibility at UE side is supported for Type 2 NW first sequential training.
· Type 3, UE first: UE side has a UE-side CSI reconstruction part which is the virtual replication of the NW-side model in use (i.e., the NW-side model mimics the virtual UE-side CSI generation part). Therefore, UE side can perform joint training of the new UE-side model and the virtual UE-side CSI reconstruction part to ensure the new UE-side model is compatible with NW-side model in use. For the joining of a new UE vendor which has no virtual replication of the NW-side model in use, the case is not applicable to “extendibility” but only applicable to the very “initial” phase of the training collaboration – as long as the initial collaboration between the two vendors is built, further extendibility can be done with the virtual replication. Therefore, this item is considered as “Support if UE-side CSI reconstruction part corresponding to the NW-side model in use is available”.
Extendibility: To train new NW-side model compatible with UE-side model in use
· Type 3, NW first: Similar to Type 3, UE first, Network side has a NW-side CSI generation part which is the virtual replication of the UE-side model in use (i.e., the UE-side model mimics the virtual NW-side CSI generation part). Therefore, Network side can perform joint training of the new NW-side model and the virtual NW-side CSI generation part. For the joining of a new gNB type which has no virtual replication of the UE-side model in use, the case is not applicable to extendibility, similar to Type 3, UE first. This item is considered as “Support if NW-side CSI generation part corresponding to the UE-side model in use is available” accordingly.
The corresponding entries for the Type 2/3 table in below are modified accordingly.
Proposal 2: In CSI compression use case, the following table with modification is considered to capture the pros/cons of training collaboration Type 2/3:
		     Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential 
NW first (note 1)
	NW first
	 UE first

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	FFS
Infeasible
	Feasible.  
	Feasible 

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not support
	Support 
	Support 
	Not support (note x2)
Support if UE-side CSI reconstruction part corresponding to the NW-side model in use is available

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support 
	Not Support
	Not support (note x2)
Support if NW-side CSI generation part corresponding to the UE-side model in use is available
	Support


Model pairing
In RAN1#114bis meeting [2], the following proposal on model pairing was discussed, but no consensus was achieved.
	Proposal 2-3-1(v1): 
In CSI compression using two-sided model use case, in order to enable the UE to select a CSI generation model compatible with the CSI reconstruction model used by the gNB, the following aspects have been proposed:
· UE report the supported AI/ML based CSI feedback features/FGs in capability report
· Additional information NW and UE interaction, if needed, to align the pairing information: 
· UE initiated: UE reports the pairing information in capability report for NW confirmation.  
· NW initiated: NW indicates the pairing information supported in the cell for UE confirmation.
· [Pairing information can be considered as model ID].
· [Model ID can be used to represent the paring information as a starting point]


In general, model pairing for two-sided model can be achieved by model identification and model-ID-based LCM, which has already been discussed in general aspects of AI/ML framework. In addition, different detail mechanisms can be implemented for different training collaboration, e.g., CSI reconstruction model ID and/or CSI generation model ID for training Type 1, training session ID for training Type 2 and dataset ID for Training type 3. Based on our understanding, current study/discussion on model pairing is enough and there is no need to further discuss details for model pairing at Rel-18 study item.
Proposal 3: There is no need to further discuss details of model pairing for CSI compression at Rel-18 study item.
Data collection
Network side data collection
In the RAN1#112bis and RAN1#113 meetings, the following agreements had been achieved to further study the necessity and potential specification impact on ground-truth CSI report for NW side data collection for model training and model performance monitoring.
	Agreement
In CSI compression using two-sided model use case, further study the necessity and potential specification impact of the following aspects related to the ground truth CSI format for NW side data collection for model training:   
· Scalar quantization for ground-truth CSI
· FFS: any processing applied to the ground-truth CSI before scalar quantization, based on evaluation results in 9.2.2.1
· Codebook-based quantization for ground-truth CSI
· FFS: Parameter set enhancement of existing eType II codebook, based on evaluation results in 9.2.2.1
· Number of layers for which the ground truth data is collected. And whether UE or NW determine the number of layers for ground-truth CSI data collection.
Agreement
In CSI compression using two-sided model use case, further study the necessity, complexity, overhead, latency and potential specification impact on ground truth CSI report for NW side data collection for model performance monitoring, including:   
· Scalar quantization for ground-truth CSI
· FFS: any processing applied to the ground-truth CSI before scalar quantization
· Codebook-based quantization for ground-truth CSI
· FFS: Parameter set enhancement of existing eType II codebook, based on evaluation results in 9.2.2.1
· RRC signaling and/or L1 signaling procedure to enable fast identification of AI/ML model performance
· Aperiodic/semi-persistent or periodic ground-truth CSI report.


Since the AI/ML operation is data-driven, improving the quality of the data can significantly contribute to the performance of the AI/ML model in principle, for both model training and model monitoring operation. 
For model training, majority companies observe that ground-truth CSI format of R16 eType II CB with new/larger parameter(s) outperforms R16 eType II CB with legacy parameter (PC8) by obvious gain (0.7%~5.4% SGCS gain), and is almost close to the upper-bound performance of Float32. The overhead of R16 eType II CB with new/larger parameter(s) is only 3~6.1 times of PC8 [3], and considering the training data collection is non-real time (days/months level), the average overhead for training data collection is negligible.
For model monitoring, majority companies observe that ground-truth CSI format of R16 eType II CB with new/larger parameter(s) outperforms R16 eType II CB with legacy parameter (PC8) by 12.2%~76% monitoring accuracy gain under threshold 0.02 [3]; on the other hand, considering the monitoring data collection may be infrequently triggered, the average overhead for monitoring data collection is negligible.
From the studied/evaluated size of ground-truth CSI, the per sample data size is ~1000bits level if the format is R16 eType II CB with new/larger parameter(s), which could be carried by PHY signaling or RRC signaling without large spec effort on enhancing the reporting mechanism.
With respect to the above analysis, we can confirm the necessity/feasibility to enable on ground-truth CSI report for Network side data collection for model training and model performance monitoring, especially for the format of R16 eType II CB with new/larger parameter(s).
Proposal 4: For CSI compression, confirm the necessity/feasibility of ground-truth CSI report of R16 eType II CB with new/larger parameter(s) for Network side data collection for model training and model performance monitoring.
UE side data collection
In the RAN1#112 meeting, the following agreement on data collection was achieved. The “necessity, feasibility” is part of the study since it is controversial whether to support the assistance information for data categorization of the other side.
	Agreement
· In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact of UE side data collection enhancement including at least  
· Enhancement of CSI-RS configuration to enable higher accuracy measurement.
· Assistance information for UE data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc.
· The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side.
· Signaling for triggering the data collection


For the data categorization ID for the UE side data collection, in our understanding, the applicable cases may need to be further clarified. 
· If the data categorization ID is a kind of antenna layout/TxRU mapping information, it is our understanding that UE can train a generalized model to adapt to various TxRU mapping patterns for which the evaluation results have been provided with good performance.
· If the data categorization ID is intended for identifying scenario/area/zone information, it may not be necessary either since the UE can autonomously sense such information without being notified by the gNB. For instance, it can obtain its geographic position with its own positioning functionality to identify UMa/UMi, or obtain its speed based on a Doppler shift calculation. 
· In addition, as the UE vendor may have a different data categorization principle from the Network vendor, it needs to be clarified how to harmonize the understanding of the indicated data categorization ID between the Network vendor and the UE vendor. For instance, how a Network vendor can make the categorization of the scenarios/antenna layouts without knowing the generalization capability of the UE model? To achieve aligned understanding of the data categorization ID, the offline interpretation of the physical meaning of the scenarios/antenna layouts may be unavoidable; that is to say, proprietary preservation is not likely to be achieved even though such assistance information is in forms of implicit ID.
Observation 1: The motivation of introducing the assistance information for assisting UE side data categorization is not clear considering the following points:
· UE can train a generalized model that is applicable to multiple scenarios/antenna layouts.
· UE can autonomously sense the scenario without the need for gNB/UE notification.
· The categorization rule and granularity of the scenarios identified by Network side may not match the categorization rule of the UE side.
· To achieve aligned categorization rule, offline interoperation of the physical meaning (scenarios/antenna layouts) of the categorization ID between Network side and UE side may be unavoidable, which harms the engineering isolation and discloses the proprietary.
Dataset delivery for training collaboration Type 3
In the RAN1#114bis meeting [2], dataset delivery over the air had been identified as potential method.
	Agreement
In CSI compression using two-sided model use case with training collaboration type 3, for sequential training, at least the following aspects have been identified for dataset delivery from RAN1 perspective, including:   
· Dataset and/or other information delivery from UE side to NW side, which can be used at least for CSI reconstruction model training
· Dataset and/or other information delivery from NW side to UE side, which can be used at least for CSI generation model training
· Potential dataset delivery methods including offline delivery, and over the air delivery
· Data sample format/type 
· Quantization/de-quantization related information


Network side and the UE side need to align the understanding of the delivered dataset for Type 3 sequential training. In addition to data sample format/type and quantization/de-quantization related information, the following aspects could also be considered for the dataset delivery:
· Dataset ID, which is used to differentiate the models to be trained at the opposite side.
· Dataset size, e.g., the number of data samples contained in the delivered dataset.
· Rank>1 model type and related information. E.g., rank level model or layer level model.
· In particular, for rank level model, rank value is included.
· In particular, for layer level model, layer index and per layer segmentation information is included.
· Scalability information. E.g., the set of scalable parameters for per model. This is to facilitate the dataset reception side to align the scalability capability with the dataset sharing side. 
Proposal 5: In CSI compression with training collaboration Type 3, the following aspects could be further considered for over the air dataset delivery from RAN1 perspective, including:
· Dataset ID, which is used to differentiate the models to be trained at the opposite side.
· Dataset size, e.g., the number of data samples contained in the delivered dataset.
· Rank>1 model type and related information.
· Scalability information.
As per the discussions in previous meetings, one concern of dataset delivery over the air-interface is the enormous size of the training dataset that may lead to an excessive UE power consumption and air-interface overhead.
However, it should be clarified that the overall dataset is not necessarily sent from a single gNB to a single UE. On the other hand, the original dataset can be split into subsets each with a limited number of data samples. Considering that the model training at UE side is usually performed at a non-3GPP entity belonging to the UE vendor, each UE may only need to receive one subset of the original dataset and the non-3GPP entity can recombine all subsets received and uploaded by many UEs to recover the original dataset, which is then used for model training. All subsets of the original dataset are associated with a common dataset ID to facilitate the dataset recombination.
As shown in Figure 1, for NW first training, the Network side can split the overall dataset into K*N subsets, each of which is delivered from a gNB to a UE, that is, the overall dataset can be delivered by K gNBs, each sending N subsets to N UEs. Thus, the delivered dataset size per UE can be reduced K*N times. Assuming K*N=10000 UEs are used to share this dataset delivery and the size of the overall dataset is 40 MB by using Rel-16 Type II-like quantization method, the per UE overhead is only 4KB which is comparable to RRC message; it contributes a negligible overall overhead especially when considering per month/per week/per day level dataset delivery frequency.
[image: ]
[bookmark: _Ref131530554]Figure 1 Dataset delivery over massive UEs
Proposal 6: For the dataset delivery of CSI compression over air-interface, Network can split the overall dataset into many subsets each with a limited number of data samples (e.g., with an overhead comparable to the RRC signaling). The subsets can be separately sent to different UEs, and all subsets are associated with a common dataset ID for the UE side recombination.
Recommendation to CSI enhancement
Recommendation to CSI compression
In Rel-18, the study on CSI compression have focused on the spatial-frequency domain CSI compression using two-sided AI/ML model. 
From the evaluation perspective, under a typical traffic load of RU≥70% and in terms of mean UPT, AL/ML-based spatial-frequency domain CSI compression can achieve 0.23%~9% gain (~4.5% in average) for rank 1, and -0.2%~15% (~7.5% in average) for Max rank 2 on basic 1-on-1 joint training under generalization Case 1 [3]. In addition, other practical assumptions such as other generalization/scalability cases, multi-vendor joint training and separate training, may lead to additional performance loss to the AL/ML-based solution, as observed and captured in TR 38.843 [3].
From the above results, the practical performance gain may not be appealing enough for the commercialization of the spatial-frequency domain CSI compression. To explore further potential of AI/ML for the CSI compression case, additional past CSI as input can be considered as input, i.e., temporal-spatial-frequency (TSF) domain CSI compression. As shown in our previous contribution [4], under RU≥70% and in terms of mean UPT, the performance of AL/ML-based CSI compression can be further improved to 10%~28.4% gain for rank 1, and 17%~39.2% gain for Max rank 2. Thus, AL/ML-based CSI compression with additional past CSI as input can better exploit the benefit of AL/ML and deserve further study in Rel-19.
[image: ]
Figure 2 Diagram of AI/ML based TSF domain CSI compression
From the potential spec impact perspective, we have studied the aspects of training collaboration types, data collection (including Network side data collection and UE side data collection, ground-truth CSI format, etc.), inference (including CQI calculation, input/output CSI type, quantization/dequantization, content/mapping of CSI report, model pairing, etc.), and monitoring (including Network side monitoring and UE side monitoring, monitoring metrics, co-existence and fallback, etc.). However, for some key issues, we have only identified the candidates but have not confirmed the necessity/feasibility. E.g.:
· For training collaborations, we considered 3 types, but for each type, there are some open issues. In particular, for Type 1, its feasibility is associated with the feasibility of model transfer/delivery, which is also under discussion and not converged at the general framework agenda; for Type 2, we have deprioritized it from air-interface perspective, and the content/format/procedure of the interaction on CSI feedback/gradients between Network side and UE side is not clear yet; for Type 3, we have only identified over the air delivery method, yet the potential solutions of data type/format, dataset size to be delivered (including how to alleviate the dataset size to per UE), dataset ID, information related to rank>1 options, etc., as elaborated in Section 2.3.3, do not have time to be discussed. Without the necessary discussion and elaborations, we may not confirm the necessity/feasibility.
· For inference, we have discussed the quantization/dequantization, yet the aspects for the spec impact of quantization/dequantization format is not clear, e.g., uniform/non-uniform quantization for SQ, segmentation of VQ codebook, fine-tuning/transferring of the SQ/VQ codebook/parameters, etc.
· For data collection, we have discussed the high resolution ground-truth CSI format for Network side training and monitoring, yet the necessity/feasibility of supporting high resolution ground-truth CSI format with new/enhanced parameters is not confirmed.
For some of the above aspects, there are some voices that an alternative to the specified solution is the offline interoperation between Network side and UE side; as one example, for Network side data collection or dataset delivery, the offline manner is used instead of specified air-interface procedure; as another example, for quantization/dequantization, it is aligned in together with offline model training of both sides. However, it should be noted that the extent of the offline interoperation also impacts the feasibility of the solution.
Therefore, we suggest further study is carried out in Rel-19 to confirm the necessity/feasibility by further analysing the candidate solutions for training collaboration/inference/data collection, and assessing whether/how the offline interoperation is needed.
Proposal 7: It is recommended to continue the study of AL/ML-based CSI compression in Rel-19, including temporal-spatial-frequency domain CSI compression as extension of spatial-frequency domain CSI.
Recommendation to CSI prediction
From the evaluation perspective, AL/ML-based CSI prediction can achieve -13.8%~23.5% mean UPT gain/loss compared to the benchmark of the nearest historical CSI, and -17%~7% mean UPT gain/loss compared to the benchmark of an auto-regression/Kalman filter based CSI prediction [3]. The results are still diverse.
From the potential spec impact perspective, the LCM of AL/ML-based CSI prediction can mostly reuse the general LCM mechanisms of other one-sided models such as AI/ML-based beam management. For CSI prediction specific issues, due to late start of the discussion, we only have one high level observation on data collection and one agreement on monitoring mode with respect to functionality-based LCM. Other aspects such as inference have not been discussed. From our understanding, there is no clear motivation on supporting model-ID-based LCM or the involvement of model ID in functionality-based LCM for CSI prediction, since the model level operation can be fully up to UE implementation.
Therefore, we suggest further study is carried out in Rel-19 to investigate necessary CSI prediction specific signalling for training/inference/monitoring under functionality-based LCM without involvement of model ID.
Proposal 8: It is recommended to study, and if necessary specify CSI prediction in Rel-19, with necessary signaling to support functionality-based LCM without involvement of model ID.
Conclusions
In this contribution, we discussed the remaining issues for CSI enhancements. Based on the discussions, we have the following proposals.
Observation 1: The motivation of introducing the assistance information for assisting UE side data categorization is not clear considering the following points:
· UE can train a generalized model that is applicable to multiple scenarios/antenna layouts.
· UE can autonomously sense the scenario without the need for gNB/UE notification.
· The categorization rule and granularity of the scenarios identified by Network side may not match the categorization rule of the UE side.
· To achieve aligned categorization rule, offline interoperation of the physical meaning (scenarios/antenna layouts) of the categorization ID between Network side and UE side may be unavoidable, which harms the engineering isolation and discloses the proprietary.

Proposal 1: In CSI compression use case, the following table with modification is considered to capture the pros/cons of training collaboration Type 1:
		      Training types
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Feasibility of allowing UE side and NW side to develop/update models separately
	FFS
Feasible for fully unknown model, restricted for partially unknown model
	FFS
Infeasible
	FFS
Feasible for fully unknown model, restricted for partially unknown model
	FFS
Infeasible

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	FFS
Yes
	FFS
Yes
	FFS
Yes
	FFS
Yes

	Extendibility: To train new NW-side model compatible with UE-side model in use
	FFS
Yes
	FFS
Yes
	FFS
Yes
	FFS
Yes


Proposal 2: In CSI compression use case, the following table with modification is considered to capture the pros/cons of training collaboration Type 2/3:
		     Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential 
NW first (note 1)
	NW first
	 UE first

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	FFS
Infeasible
	Feasible.  
	Feasible 

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not support
	Support 
	Support 
	Not support (note x2)
Support if UE-side CSI reconstruction part corresponding to the NW-side model in use is available

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support 
	Not Support
	Not support (note x2)
Support if NW-side CSI generation part corresponding to the UE-side model in use is available
	Support


Proposal 3: There is no need to further discuss details of model pairing for CSI compression at Rel-18 study item.
Proposal 4: For CSI compression, confirm the necessity/feasibility of ground-truth CSI report of R16 eType II CB with new/larger parameter(s) for Network side data collection for model training and model performance monitoring.
Proposal 5: In CSI compression with training collaboration Type 3, the following aspects could be further considered for over the air dataset delivery from RAN1 perspective, including:
· Dataset ID, which is used to differentiate the models to be trained at the opposite side.
· Dataset size, e.g., the number of data samples contained in the delivered dataset.
· Rank>1 model type and related information.
· Scalability information.
Proposal 6: For the dataset delivery of CSI compression over air-interface, Network can split the overall dataset into many subsets each with a limited number of data samples (e.g., with an overhead comparable to the RRC signaling). The subsets can be separately sent to different UEs, and all subsets are associated with a common dataset ID for the UE side recombination.
Proposal 7: It is recommended to continue the study of AL/ML-based CSI compression in Rel-19, including temporal-spatial-frequency domain CSI compression as extension of spatial-frequency domain CSI.
Proposal 8: It is recommended to study, and if necessary specify CSI prediction in Rel-19, with necessary signaling to support functionality-based LCM without involvement of model ID.
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