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R1-2305325
Updated TR 38.843 including RAN1 agreements until RAN1#112
Qualcomm Incorporated

R1-2305326
Updated TR 38.843 including RAN1 agreements from RAN1#112bis-e
Qualcomm Incorporated

R1-2306235
 Updated TR 38.843 including RAN1 agreements from RAN1#112bis-e
Qualcomm Incorporated
Agreement

TR 38.843 v0.1.0 in R1-2306235 is endorsed.

Note: TR 38.843 v0.x.y for incorporating further modifications will be discussed in RAN1 before RAN#101.

9.2.1 General aspects of AI/ML framework
Including characterization of defining stages of AI/ML algorithm and associated complexity, UE-gNB collaboration, life cycle management, dataset(s), and notation/terminology. Also including any common aspects of evaluation methodology.

Agreement
Consider at least the following aspects and if applicable, the corresponding potential specification impact related to data collection:
· Measurement configuration and reporting
· Contents, type and format of data including:
· Data related to model input
· Data related to ground truth 
· Quality of the data
· Other information
· Signaling of assistance information for categorizing the data
· Note: The study should consider the feasibility of disclosure of proprietary information
· Signaling for data collection procedure
· Note 1: Use-case specific details can be studied in respective agenda items
· Note 2: Signaling mechanism details can be studied by appropriate working groups.
Agreement
For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).

· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling

· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 

· FFS: Spec impact to other WGs
· Type B: Model is identified via over-the-air signaling, 
· Type B1: 
· Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification

· the model may be assigned with a model ID during the model identification
· FFS: details of steps

· Type B2: 
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps

· Note: The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary.
Agreement
For functionality/model-ID based LCM,
· Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.

Agreement
· Once models are identified, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.

· FFS: applicability to model identification, Type A, type B1 and type B2 
· FFS: Using a procedure other than UE capability report

· Note: model identification using capability report is not precluded for type B1 and type B2
Agreement
Study how to handle the impact of UE’s internal conditions such as memory, battery, and other hardware limitations on functionality/model operations and AI/ML-enabled Feature.

Note: it does not preclude any existing solutions.
Agreement

Revise the following terminologies for model activation, model deactivation, and model switching as follows

	Model activation
	Enable an AI/ML model for a specific function AI/ML-enabled feature

	Model deactivation
	Disable an AI/ML model for a specific function AI/ML-enabled feature

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function AI/ML-enabled feature


Agreement
In model delivery/transfer Case z4, the “known model structure” means an exact model structure as has been previously identified between NW and UE and for which the UE has explicitly indicated its support.

In model delivery/transfer Case z5, the “unknown model structure” means any other model structure not covered in z4, including any model structure that is only partially known. 

Agreement

For the purpose of activation/selection/switching of UE-side models/UE-part of two-sided models /functionalities (if applicable), study necessity, feasibility and potential specification impact for methods to assess/monitor the applicability and expected performance of an inactive model/functionality, including the following examples:

· Assessment/Monitoring based on the additional conditions associated with the model/functionality

· Assessment/Monitoring based on input/output data distribution

· Assessment/Monitoring using the inactive model/functionality for monitoring purpose and measuring the inference accuracy

· Assessment/Monitoring based on past knowledge of the performance of the same model/functionality (e.g., based on other UEs)

FFS: Requirements for the assessment/monitoring to be reliable (e.g., sufficient data coverage during evaluation)

FFS: Additional aspects specific to the case where the inactive model has never been activated before, if any.

R1-2306051
Summary 4 of General Aspects of AI/ML Framework
Moderator (Qualcomm)
R1-2306050
Summary 3 of General Aspects of AI/ML Framework
Moderator (Qualcomm)
R1-2306048
Summary 1 of General Aspects of AI/ML Framework
Moderator (Qualcomm)
R1-2304370
Discussion on common AI/ML characteristics and operations
FUTUREWEI

R1-2304418
Discussion on general aspects of AI/ML framework
Continental Automotive Technologies GmbH

R1-2304438
Discussion on general aspects of AI/ML framework
Panasonic

R1-2304470
Discussions on AI/ML framework
vivo

R1-2304533
Discussion on general aspects of common AI PHY framework
ZTE

R1-2304549
Discussion on general aspects of AIML framework
Spreadtrum Communications

R1-2304652
Discussion on general aspects of AI/ML framework
Huawei, HiSilicon

R1-2304679
Discussion on general aspects of AI/ML LCM
NYCU, NTPU

R1-2304680
Further discussion on the general aspects of ML for Air-interface
Nokia, Nokia Shanghai Bell

R1-2304721
Discussion on AI/ML general framework
CATT

R1-2304748
Discussion on general aspects of AIML framework
Ericsson

R1-2304763
Discussion on general aspects of AI/ML framework
Fujitsu

R1-2304778
Discussion on general aspects of AI/ML framework
InterDigital, Inc.

R1-2304841
On General Aspects of AI/ML Framework
Google

R1-2304892
Views on the general aspects of AI/ML framework
xiaomi

R1-2304947
General Aspects of AI/ML framework
AT&T

R1-2304991
Discussion on general aspects of AI ML framework
NEC

R1-2305014
Considerations on general aspects on AI-ML framework
CAICT

R1-2305028
Discussion on general aspects of AI/ML framework
KDDI Corporation

R1-2305031
Considerations on common AI/ML framework
Sony

R1-2305084
Discussion on general aspects of AI/ML framework
CMCC

R1-2305159
General aspects of AI and ML framework for NR air interface
NVIDIA

R1-2305174
General aspects of AI/ML framework for NR air interface
Intel Corporation

R1-2305197
General aspects of AI/ML framework
Fraunhofer IIS, Fraunhofer HHI

R1-2305201
Discussion on general aspects of AI/ML framework
Lenovo

R1-2305233
Discussion on general aspect of AI/ML framework
Apple

R1-2305295
General aspects on AI/ML framework
LG Electronics

R1-2305327
General aspects of AI/ML framework
Qualcomm Incorporated

R1-2305458
On general aspects of AI/ML framework
OPPO

R1-2305481
Discussion on AI/ML Model Life Cycle Management
Rakuten Mobile, Inc

R1-2305504
General aspects of AI/ML framework and evaluation methodology
Samsung

R1-2305590
Discussion on general aspects of AI/ML framework
NTT DOCOMO, INC.

R1-2305690
Considering on system architecture for general AI/ML framework 
TCL Communication Ltd.

R1-2305691
Discussions on General Aspects of AI/ML Framework
Indian Institute of Tech (M), IIT Kanpur

R1-2305696
Discussion on general aspects of AI/ML LCM
MediaTek Inc.

R1-2305788
Discussion on general aspects of AI/ML framework for NR air interface
ETRI

9.2.2 AI/ML for CSI feedback enhancement
9.2.2.1 Evaluation on AI/ML for CSI feedback enhancement

Including evaluation methodology, KPI, and performance evaluation results. 

Observation 

For the AI/ML based CSI prediction, till the RAN1#113 meeting, compared to the Benchmark#1 of the nearest historical CSI, in terms of SGCS, from UE speed perspective, in general the gain of AI/ML based solution is related with the UE speed:

· For 10km/h UE speed, 4 sources [Fujitsu, Samsung, Xiaomi, InterDigital] observe 1.03%~6% gain, 1 source [CMCC] observes 21.93% gain.

· For 30km/h UE speed, 2 sources [OPPO, ETRI] observes 6%~10.43% gain, 5 sources [ZTE, Fujitsu, Apple, Xiaomi, Spreadtrum] observe 18.72%~31.3% gain, and 3 sources [InterDigital, MediaTek, CMCC] observe 35%~ 41.75% gain, which are in general larger than 10km/h UE speed.

· For 60km/h UE speed, 2 sources [Fujitsu, InterDigital] observe -3%~5% gain, 4 sources [Huawei, Samsung, vivo, CMCC] observe 11.2%~19.98% gain, which are in general smaller than 30km/h UE speed.

· Note: the above results are based on the following assumptions

· The observation window considers to start as early as 15ms~50ms.

· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.

· Raw channel matrix is considered as model input

· The performance metric is SGCS in linear value for layer 1.

· No post processing is considered.

· No spatial consistency is considered by 11 sources [Fujitsu, Samsung, Xiaomi, InterDigital, CMCC, OPPO, ETRI, ZTE, Apple, Huawei, Spreadtrum]. 1 source [vivo] provides both results with spatial consistency and results w/o spatial consistency.

· Note: Results refer to Table 5.1-1 of R1-2306059

Observation 

For the evaluation of AI/ML based CSI compression, till the RAN1#113 meeting, compared to the benchmark, in terms of SGCS,
· For Max rank 1, Layer 1,

· 11 sources [Huawei, Nokia, ZTE, vivo, OPPO, ETRI, Fujitsu, CMCC, China Telecom, MediaTek, Apple] observe the performance gain of 2.6%~ 8.8% at CSI payload X (small payload);

· 14 sources [Huawei, Nokia, Futurewei, ZTE, vivo, OPPO, ETRI, Fujitsu, NTT DOCOMO, Xiaomi, China Telecom, MediaTek, BJTU, Apple] observe the performance gain of 0.9%~ 8.1% at CSI payload Y (medium payload);

· 11 sources [Huawei, Nokia, Futurewei, Lenovo, ZTE, vivo, OPPO, ETRI, Fujitsu, BJTU, Apple] observe the performance gain of 0.9%~ 7% at CSI payload Z (large payload);

· Note: 1 source [Futurewei] observes the performance gain of 11.6% at CSI payload X (small payload) which biases from the majority range.
· For Max rank 2, Layer 1,

· 12 sources [Huawei, Nokia, Futurewei, ZTE, vivo, OPPO, Fujitsu, Ericsson, Xiaomi, Qualcomm, Intel, Apple] observe the performance gain of 3.9%~ 11% at CSI payload X (small payload);

· 11 sources [Huawei, Nokia, Futurewei, ZTE, vivo, OPPO, Fujitsu, NTT DOCOMO, Ericsson, Qualcomm, Apple] observe the performance gain of 0.7%~ 4.5% at CSI payload Y (medium payload);

· 9 sources [Huawei, Nokia, Futurewei, ZTE, vivo, OPPO, Fujitsu, Ericsson, Apple] observe the performance gain of -0.2%~ 6.5% at CSI payload Z (large payload);

· For Max rank 2, Layer 2, more gains are observed in general compared with Layer 1 of Max rank 2:

· 12 sources [Huawei, Nokia, ZTE, vivo, OPPO, Fujitsu, NTT DOCOMO, Ericsson, Xiaomi, Qualcomm, Intel, Apple] observe the performance gain of 5.92%~ 30.2% at CSI payload X (small payload);

· 12 sources [Huawei, Nokia, ZTE, vivo, OPPO, Fujitsu, NTT DOCOMO, Ericsson, Xiaomi, Qualcomm, Intel, Apple] observe the performance gain of 1.5%~ 23.08% at CSI payload Y (medium payload);

· 10 sources [Huawei, Nokia, ZTE, vivo, OPPO, Fujitsu, NTT DOCOMO, Ericsson, Intel, Apple] observe the performance gain of 4.4%~ 12.99% at CSI payload Z (large payload);

· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table

· Precoding matrix of the current CSI is used as the model input.

· Training data samples are not quantized, i.e., Float32 is used/represented.

· 1-on-1 joint training is assumed.

· The performance metric is SGCS for Layer 1 of Max rank 1 or Layer 1/2 of Max rank 2.

· Benchmark is Rel-16 Type II codebook.

· Note: Results refer to Table 5.1-2 of R1-2306059

Observation 

For the evaluation of AI/ML based CSI compression, till the RAN1#113 meeting, compared to the benchmark, in terms of mean UPT under FTP traffic, more gains are achieved by Max rank 2 compared with Max rank 1 in general:
· For Max rank 1, in general the performance gain increases with the increase of RU:

· For RU<=39%, 3 sources [Huawei, Nokia, vivo] observe the performance gain of 0.2%~2%

· 3 sources [Huawei, Nokia, vivo] observe the performance gain of 0.29%~2% at CSI overhead A (small overhead);

· 3 sources [Huawei, Nokia, vivo] observe the performance gain of 0.2%~1% at CSI overhead B (medium overhead);

· 3 sources [Huawei, Nokia, vivo] observe the performance gain of 0.33%~1% at CSI overhead C (large overhead);

· For RU 40%-69%, 3 sources [Huawei, Nokia, vivo] observe the performance gain of 0.1%~4%

· 3 sources [Huawei, Nokia, vivo] observe the performance gain of 1.09%~3% at CSI overhead A (small overhead);

· 3 sources [Huawei, Nokia, vivo] observe the performance gain of 0.80%~2% at CSI overhead B (medium overhead);

· 3 sources [Huawei, Nokia, vivo] observe the performance gain of 0.1%~4% at CSI overhead C (large overhead);

· For RU>=70%, 6 sources [Huawei, Nokia, ZTE, vivo, OPPO, Spreadtrum] observe the performance gain of 0.23%~9%

· 6 sources [Huawei, Nokia, ZTE, vivo, OPPO, Spreadtrum] observe the performance gain of 0.38%~9% at CSI overhead A (small overhead);

· 5 sources [Huawei, Nokia, ZTE, vivo, OPPO] observe the performance gain of 0.62%~5% at CSI overhead B (medium overhead);

· 5 sources [Huawei, Nokia, ZTE, vivo, OPPO] observe the performance gain of 0.23%~6% at CSI overhead C (large overhead);

· Note: 2 sources [Spreadtrum, Futurewei] observe gain of 12.77%~21.21% at RU 40%-69%, 11.23%~21.5% at RU>=70%, which bias from the majority ranges.

· For Max rank 2, in general the performance gain increases with the increase of RU:

· For RU<=39%, 6 sources [Huawei, Nokia, Ericsson, Intel, Qualcomm, Fujitsu] observe the performance gain of -0.3%~6%

· 5 sources [Huawei, Nokia, Ericsson, Intel, Qualcomm] observe the performance gain of 1%~6% at CSI overhead A (small overhead);

· 4 sources [Huawei, Nokia, Ericsson, Qualcomm] observe the performance gain of 0.5%~6% at CSI overhead B (medium overhead);

· 6 sources [Huawei, Nokia, Ericsson, Intel, Fujitsu, Qualcomm] observe the performance gain of -0.3%~6% at CSI overhead C (large overhead);

· For RU 40%-69%, 7 sources [Huawei, Nokia, ZTE, Ericsson, Intel, Qualcomm, InterDigital] observe the performance gain of -0.5%~10%

· 6 sources [Huawei, Nokia, ZTE, Ericsson, Intel, Qualcomm] observe the performance gain of 3%~10% at CSI overhead A (small overhead);

· 6 sources [Huawei, Nokia, ZTE, Ericsson, Intel, Qualcomm] observe the performance gain of 1.2%~9% at CSI overhead B (medium overhead);

· 7 sources [Huawei, Nokia, ZTE, Ericsson, Intel, Qualcomm, InterDigital] observe the performance gain of -0.5%~9% at CSI overhead C (large overhead);

· For RU>=70%, 9 sources [Huawei, Nokia, ZTE, OPPO, Ericsson, Intel, InterDigital, Qualcomm, Futurewei] observe the performance gain of -0.2%~15%

· 9 sources [Huawei, Nokia, ZTE, OPPO, Ericsson, Intel, InterDigital, Qualcomm, Futurewei] observe the performance gain of 5%~15% at CSI overhead A (small overhead);

· 9 sources [Huawei, Nokia, ZTE, OPPO, Ericsson, Intel, InterDigital, Qualcomm, Futurewei] observe the performance gain of 3%~9% at CSI overhead B (medium overhead);

· 9 sources [Huawei, Nokia, ZTE, OPPO, Ericsson, Intel, InterDigital, Fujitsu, Qualcomm] observe the performance gain of -0.2%~12% at CSI overhead C (large overhead);

· Note: 4 sources [Futurewei, NTT DOCOMO, InterDigital, Fujitsu] observe gain of 7%~30% at RU<=39%, 10%~23% at RU 40%-69%, 12.71%~26.8% at RU>=70%, which bias from the majority ranges.

· For Max rank 4:

· For RU<=39%, 3 sources [CATT, Apple, Qualcomm] observe the performance gain of -4%~7.4%

· 3 sources [CATT, Apple, Qualcomm] observe the performance gain of 2.5%~7.4% at CSI overhead A (small overhead);

· 1 source [Qualcomm] observes the performance gain of 6% at CSI overhead B (medium overhead);

· 2 sources [Apple, Qualcomm] observe the performance gain of -4%~0% at CSI overhead C (large overhead);

· For RU 40%-69%, 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of -1.8%~12.22%

· 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of 3%~12.22% at CSI overhead A (small overhead);

· 2 sources [ZTE, Qualcomm] observe the performance gain of 7.04%~11% at CSI overhead B (medium overhead);

· 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of -1.8%~8.19% at CSI overhead C (large overhead);

· For RU>=70%, 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of -1%~17%

· 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of 3%~17% at CSI overhead A (small overhead);

· 2 sources [ZTE, Qualcomm] observe the performance gain of 6.64%~17% at CSI overhead B (medium overhead);

· 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of -1%~8.40% at CSI overhead C (large overhead);

· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table

· Precoding matrix of the current CSI is used as the model input.

· Training data samples are not quantized, i.e., Float32 is used/represented.

· 1-on-1 joint training is assumed.

· The performance metric is mean UPT for Max rank 1, Max rank 2, or Max rank 4.

· Benchmark is Rel-16 Type II codebook.

· Note: Results refer to Table 5.1-3 of R1-2306059

Observation 

For the evaluation of AI/ML based CSI compression, till the RAN1#113 meeting, compared to the benchmark, in terms of 5% UPT under FTP, more gains are achieved by Max rank 2 compared with Max rank 1 in general:
· For Max rank 1, in general the performance gain increases with the increase of RU:

· For RU<=39%, 3 sources [Huawei, Nokia, vivo] observe the performance gain of 0.8%~3%

· 3 sources [Huawei, Nokia, vivo] observe the performance gain of 1.72%~3% at CSI overhead A (small overhead);

· 3 sources [Huawei, Nokia, vivo] observe the performance gain of 0.80%~1.2% at CSI overhead B (medium overhead);

· 3 sources [Huawei, Nokia, vivo] observe the performance gain of 1.68%~3% at CSI overhead C (large overhead);

· For RU 40%-69%, 3 sources [Huawei, Nokia, vivo] observe the performance gain of 0.1%~7%

· 3 sources [Huawei, Nokia, vivo] observe the performance gain of 2.8%~7% at CSI overhead A (small overhead);

· 3 sources [Huawei, Nokia, vivo] observe the performance gain of 1.22%~2.7% at CSI overhead B (medium overhead);

· 3 sources [Huawei, Nokia, vivo] observe the performance gain of 0.1%~3.25% at CSI overhead C (large overhead);

· For RU>=70%, 5 sources [Huawei, Nokia, ZTE, vivo, OPPO] observe the performance gain of 0.85%~20.43%

· 5 sources [Huawei, Nokia, ZTE, vivo, OPPO] observe the performance gain of 4%~20.43% at CSI overhead A (small overhead);

· 5 sources [Huawei, Nokia, ZTE, vivo, OPPO] observe the performance gain of 1%~10.13% at CSI overhead B (medium overhead);

· 5 sources [Huawei, Nokia, ZTE, vivo, OPPO] observe the performance gain of 0.85%~8% at CSI overhead C (large overhead);

· Note: 2 sources [Spreadtrum, Futurewei] observe gain of 15.87%~21.04% at RU 40%-69%, 20.2%~50% at RU>=70%, which bias from the majority ranges.

· For Max rank 2, in general the performance gain increases with the increase of RU:

· For RU<=39%, 6 sources [Huawei, Nokia, Ericsson, Qualcomm, Fujitsu, InterDigital] observe the performance gain of -2%~5%

· 4 sources [Huawei, Nokia, Ericsson, Qualcomm] observe the performance gain of 1.1%~5% at CSI overhead A (small overhead);

· 4 sources [Huawei, Nokia, Ericsson, Qualcomm] observe the performance gain of -2%~3% at CSI overhead B (medium overhead);

· 6 sources [Huawei, Nokia, Ericsson, Qualcomm, Fujitsu, InterDigital] observe the performance gain of -0.5%~5% at CSI overhead C (large overhead);

· For RU 40%-69%, 7 sources [Huawei, Nokia, ZTE, Ericsson, Qualcomm, Intel, Fujitsu] observe the performance gain of -4%~13%

· 6 sources [Huawei, Nokia, ZTE, Ericsson, Qualcomm, Intel] observe the performance gain of 7%~13% at CSI overhead A (small overhead);

· 4 sources [Huawei, Nokia, Ericsson, Qualcomm] observe the performance gain of 0.3%~8% at CSI overhead B (medium overhead);

· 5 sources [Huawei, Nokia, Ericsson, Qualcomm, Fujitsu] observe the performance gain of -4%~8% at CSI overhead C (large overhead);

· For RU>=70%, 9 sources [Huawei, Nokia, ZTE, Ericsson, Intel, Fujitsu, NTT DOCOMO, Qualcomm, Futurewei] observe the performance gain of -1.3%~24%

· 7 sources [Huawei, Nokia, ZTE, Ericsson, Intel, Fujitsu, NTT DOCOMO] observe the performance gain of 10.26%~24% at CSI overhead A (small overhead);

· 6 sources [Huawei, Nokia, ZTE, Ericsson, Qualcomm, Intel] observe the performance gain of 9%~15.02% at CSI overhead B (medium overhead);

· 6 sources [Huawei, Nokia, ZTE, Ericsson, Futurewei, Intel] observe the performance gain of -1.3%~13.67% at CSI overhead C (large overhead);

· Note: 5 sources [Intel, NTT DOCOMO, InterDigital, Fujitsu, ZTE] observe gain of 7%~24% at RU<=39%, -8%~-2%, 13.4%~29.7% at RU 40%-69%, -5%~-10%, 18.1%~35.4% at RU>=70%, which bias from the majority ranges.

· For Max rank 4:

· For RU<=39%, 2 sources [Apple, Qualcomm] observe the performance gain of -1.6%~10%

· 2 sources [Apple, Qualcomm] observe the performance gain of 8%~10% at CSI overhead A (small overhead);

· 1 source [Qualcomm] observes the performance gain of 5% at CSI overhead B (medium overhead);

· 2 sources [Apple, Qualcomm] observe the performance gain of -1.6%~1% at CSI overhead C (large overhead);

· For RU 40%-69%, 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of -1.7%~23%

· 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of 5%~17% at CSI overhead A (small overhead);

· 2 sources [ZTE, Qualcomm] observe the performance gain of 6.17%~23% at CSI overhead B (medium overhead);

· 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of -1.7%~9.47% at CSI overhead C (large overhead);

· For RU>=70%, 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of 2%~31%

· 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of 5.8%~31% at CSI overhead A (small overhead);

· 2 sources [ZTE, Qualcomm] observe the performance gain of 10.2%~30% at CSI overhead B (medium overhead);

· 3 sources [Apple, ZTE, Qualcomm] observe the performance gain of 2%~15% at CSI overhead C (large overhead);

· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table

· Precoding matrix of the current CSI is used as the model input.

· Training data samples are not quantized, i.e., Float32 is used/represented.

· 1-on-1 joint training is assumed.

· The performance metric is 5% UPT for Max rank 1, Max rank 2, or Max rank 4.

· Benchmark is Rel-16 Type II codebook.

· Note: Results refer to Table 5.1-4 of R1-2306059

Observation 

For the generalization verification of AI/ML based CSI compression over various deployment scenarios, till the RAN1#113 meeting, compared to the generalization Case 1 where the AI/ML model is trained with dataset subject to a certain deployment scenario#B and applied for inference with a same deployment scenario#B,

· For generalization Case 2, generalized performance may be achieved for some certain combinations of deployment scenario#A and deployment scenario#B but not for others:

· If deployment scenario#A is UMi & deployment scenario#B is UMa, deployment scenario#A is UMa & deployment scenario#B is UMi, or deployment scenario#A is UMa & deployment scenario#B is InH:

· 9 sources [Xiaomi, InterDigital, MediaTek, vivo, Intel, ZTE, OPPO, Huawei, CATT] observe that generalized performance can be achieved:

· For deployment scenario#A is UMi & deployment scenario#B is UMa, 7 sources [Xiaomi, InterDigital, MediaTek, vivo, Intel, ZTE, CATT] observe less than -1.6% degradation or positive gain.

· For deployment scenario#A is UMa & deployment scenario#B is UMi, 5 sources [vivo, OPPO, MediaTek, Intel, Xiaomi] observe less than -1.4% degradation or positive gain.

· For deployment scenario#A is UMa & deployment scenario#B is InH, 2 sources [Huawei, CATT] observe less than -0.6% degradation or positive gain

· 10 sources [Intel, NTT DOCOMO, Xiaomi, Interdigital, OPPO, CATT, ZTE, Lenovo, MediaTek, Futurewei] observe that moderate/significant degradations are suffered under generalization Case 2:

· For deployment scenario#A is UMi & deployment scenario#B is UMa, 8 sources [Futurewei, MediaTek, Intel, NTT DOCOMO, Xiaomi, Interdigital, OPPO, CATT] observe -1.69%~-14.2% degradation.

· For deployment scenario#A is UMa & deployment scenario#B is UMi, 7 sources [Futurewei, NTT DOCOMO, ZTE, InterDigital, CATT, Xiaomi, Intel] observe -1.81%~-18.5% degradation.

· For deployment scenario#A is UMa & deployment scenario#B is InH, 2 sources [ZTE, Lenovo] observe -1.74%~-3.6% degradation.

· If deployment scenario#A is InH & deployment scenario#B is Uma/UMi, significant performance degradations are observed under generalization Case 2:

· For deployment scenario#A is InH & deployment scenario#B is UMa, 4 sources [Huawei, CATT, Lenovo, ZTE] observe -5.55%~-21.76% degradation.

· For deployment scenario#A is InH & deployment scenario#B is UMi, 2 sources [vivo, ZTE] observe -8.63%~-20% degradation.

· For generalization Case 3, generalized performance of the AI/ML model can be achieved (0%~-4% loss or positive gain) for deployment scenario#B subject to any of UMa, UMi, and InH, if the training dataset is constructed with data samples subject to multiple deployment scenarios including deployment scenario#B, as observed by 11 sources [CATT, Xiaomi, NTT DOCOMO, Interdigital, MediaTek, Futurewei, vivo, OPPO, Intel, Huawei, ZTE].

· Minor loss (0%~-1.48%) are observed by 11 sources [CATT, Xiaomi, NTT DOCOMO, Interdigital, MediaTek, Futurewei, vivo, OPPO, Intel, Huawei, ZTE].

· Moderate loss (-1.6%~-4%) are observed by 5 sources [Xiaomi, CATT, vivo, NTT DOCOMO, Intel].

· Positive gains are observed by 8 sources [ZTE, Interdigital, MediaTek, vivo, Intel, Xiaomi, Futurewei, CATT].

· Note: Significant degradations of up to -6.7% are still observed by 2 sources [Intel, Xiaomi] for deployment scenario#B subject to UMa, and by 2 sources [Intel, CATT] for deployment scenario#B subject to UMi.

· Note: For generalization Case 2, if deployment scenario#A is UMi & deployment scenario#B is InH, 2 sources [vivo, ZTE] observe different trends, where significant performance degradations of -27.8%~-29.9% are observed by [vivo], while moderate performance degradations of -1.44%~-2.41% are observed by [ZTE].

· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table

· Precoding matrix is used as the model input.

· Training data samples are not quantized, i.e., Float32 is used/represented.

· 1-on-1 joint training is assumed.

· The performance metric is SGCS in linear value for layer 1/2.

· Note: Results refer to Table 5.1-5 of R1-2306059

Observation 

For the generalization verification of AI/ML based CSI compression over various UE distributions, till the RAN1#113 meeting, compared to the generalization Case 1 where the AI/ML model is trained with dataset subject to a certain UE distribution#B and applied for inference with a same UE distribution#B,

· For generalization Case 2, generalized performance may be achieved for some certain combinations of UE distribution#A and UE distribution#B but not for others

· If UE distribution#A is Outdoor & UE distribution#B is Indoor, 3 sources [Nokia, Qualcomm, Huawei] observe that moderate/significant degradations of -2.9%~-11.5% degradation are suffered, 

· Note: 1 source [NTT DOCOMO] observes 0% degradation

· If UE distribution#A is Indoor & UE distribution#B is Outdoor, 4 sources [NTT DOCOMO, Nokia, Qualcomm, Huawei] observe minor loss of less than -0.7% degradation or positive gain

· For generalization Case 3, generalized performance of the AI/ML model can be achieved (0%~-1% loss or positive gain) for UE distribution#B subject to any of Outdoor and Indoor, if the training dataset is constructed with data samples subject to multiple UE distributions including UE distribution#B, as observed by 4 sources [NTT DOCOMO, Nokia, Qualcomm, Huawei].

· Minor loss (0%~-1%) are observed by 3 sources [NTT DOCOMO, Nokia, Huawei].

· Positive gains are observed by 4 sources [NTT DOCOMO, Nokia, Qualcomm, Huawei].

· Note: Moderate degradations of up to -3.9% are still observed by 1 source [Nokia] for deployment scenario#B subject to Indoor.

· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table

· Precoding matrix is used as the model input.

· Training data samples are not quantized, i.e., Float32 is used/represented.

· 1-on-1 joint training is assumed.

· The performance metric is SGCS in linear value for layer 1/2.

· Note: Results refer to Table 5.1-6 of R1-2306059

Observation 

For the scalability verification of AI/ML based CSI compression over various Tx port numbers, till the RAN1#113 meeting, compared to the generalization Case 1 where the AI/ML model is trained with dataset subject to a certain Tx port number#B and applied for inference with a same Tx port number#B,

· For generalization Case 2, significant performance degradations are observed in general, if Tx port number#A is 32 & Tx port number#B is 16, as -3.37%~-21.8% degradations are observed by 4 sources [OPPO, Fujitsu, ZTE, vivo]

· For generalization Case 3, generalized performance of the AI/ML model can be achieved (0%~-4% loss or positive gains) for Tx port number#B subject to any of 16 and 32, if the training dataset is constructed with data samples subject to multiple Tx port numbers including Tx port number#B, and an appropriate scalability solution is performed to scale the dimension of the AI/ML model, as observed by 7 sources [Huawei, OPPO, NTT DOCOMO, CATT, ZTE, Fujistu, Nokia].

· Minor loss (0%~-1.75%) are observed by 6 sources [Huawei, OPPO, Fujistu, CATT, ZTE, NTT DOCOMO].

· Moderate loss (-1.84%~-4%) are observed by 3 sources [Nokia, CATT, NTT DOCOMO].

· Positive gains are observed by 3 sources [OPPO, ZTE, Fujistu].

· Note: Significant degradations of up to -6.08% are still observed by 1 source [CATT] for deployment scenario#B subject to 32 ports, and for deployment scenario#B subject to 16 ports

· Note: Pre/post-processing of truncation/padding is adopted by 6 sources [Huawei, OPPO, NTT DOCOMO, ZTE, Fujistu, Nokia], and adaptation layer in the AL/ML model is adopted by 1 source [CATT].

· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table

· Precoding matrix is used as the model input.

· Training data samples are not quantized, i.e., Float32 is used/represented.

· 1-on-1 joint training is assumed.

· The performance metric is SGCS in linear value for layer 1/2/3/4.

· Note: Results refer to Table 5.1-7 of R1-2306059

Observation

For the AI/ML based CSI prediction, till the RAN1#113 meeting, in terms of mean UPT, gains are observed compared to both Benchmark#1 of the nearest historical CSI and Benchmark#2 of a non-AI/ML based CSI prediction approach:

· Compared to the benchmark of the nearest historical CSI:

· For FTP traffic:

· 1 source [Huawei] observes 1.2%~4.2% gain;

· 1 source [Apple] observes 7.6%~8.5% gain;

· 1 source [vivo] observes 9.7%~17.2% gain.

· 1 source [MediaTek] observes 22.6%~ 48.6% gain.
· For full buffer traffic:

· 1 source [Nokia] observes 2%~3% gain;

· 1 source [vivo] observes 8.7% gain.

· 1 source [MediaTek] observes 1.01% gain.
· Compared to the benchmark of an auto-regression based CSI prediction:

· For FTP traffic:

· 1 source [Huawei] observes 0.7%~3.1% gain;

· 1 source [vivo] observes 3.4%~7.0% gain.

· For full buffer traffic:

· 1 source [vivo] observes 8.1% gain.

· Note: the above results are based on the following assumptions

· The UE speed is 30km/h or 60km/h.

· The observation window considers to start as early as 15ms~50ms.

· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.

· Raw channel matrix is considered as model input

· The performance metric is mean UPT for Max rank 1.

· No post processing is considered.

· No spatial consistency is considered

· Note: Results refer to Table 5.1-8 of R1-2306059

Observation

For the AI/ML based CSI prediction, till the RAN1#113 meeting, in terms of 5% UPT, gains are observed compared to both Benchmark#1 of the nearest historical CSI and Benchmark#2 of a non-AI/ML based CSI prediction approach:

· Compared to the benchmark of the nearest historical CSI:

· For FTP traffic:

· 2 sources [Huawei, vivo] observes 4.5%~9.3% gain;

· 3 sources [Huawei, Apple, vivo] observes 11.3%~20.1% gain;

· For full buffer traffic:

· 2 sources [Nokia, vivo] observe 6%~17.5% gain;

· Compared to the benchmark of an auto-regression based CSI prediction:

· For FTP traffic:

· 2 sources [Huawei, vivo] observes 0.5%~16% gain;

· For full buffer traffic:

· 1 source [vivo] observes 11% gain.

· Note: the above results are based on the following assumptions

· The UE speed is 30km/h or 60km/h.

· The observation window considers to start as early as 15ms~50ms.

· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.

· Raw channel matrix is considered as model input

· The performance metric is mean UPT for Max rank 1.

· No post processing is considered.

· No spatial consistency is considered

· Note: Results refer to Table 5.1-9 of R1-2306059

Observation 

For the generalization verification of AI/ML based CSI prediction over various UE speeds, till the RAN1#113 meeting, compared to the generalization Case 1 where the AI/ML model is trained with dataset subject to a certain UE speed#B and applied for inference with a same UE speed#B,

· For generalization Case 2, generalized performance may be achieved for some certain combinations of UE speed#A and UE speed#B but not for others:

· If UE speed#B is 10 km/h & UE speed#A is 30 km/h, 4 sources [Xiaomi, CATT, Interdigital, Spreadtrum] observe a generalized performance of less than -2% degradation.

· If UE speed#B is either 30 km/h or 60 km/h or 120 km/h, or if UE speed#B is 10km/h and UE speed#A is either 60km/h or 120km/h, 8 sources [Xiaomi, Samsung, Interdigital, Fujitsu, ZTE, ETRI, vivo, Huawei] observe that moderate/significant performance degradations are suffered:

· For UE speed#B is 10 km/h & UE speed#A is either 60 km/h or 120 km/h, 1 source [Xiaomi] observes moderate degradation (-2.7% loss), 1 source [Samsung] observes significant degradation (-53%~-61% loss).

· For UE speed#B is 30 km/h & UE speed#A is either 10 km/h, 60 km/h or 120 km/h, 1 source [Xiaomi] observes moderate degradation (-3% loss), 8 sources [Xiaomi, Interdigital, Fujitsu, vivo, ZTE, Huawei, ETRI, Spreadtrum] observe significant degradation (-6%~-45.6% loss).

· For UE speed#B is 60 km/h & UE speed#A is either 10 km/h, 30 km/h or 120 km/h, 1 source [ZTE] observes moderate degradation (-3% loss), 7 sources [Samsung, Xiaomi, Fujitsu, ETRI, ZTE, vivo, Spreadtrum] observe significant degradation (-7.8%~-52% loss).

· For UE speed#B is 120 km/h & UE speed#A is either 30 km/h or 60 km/h, 1 source [ZTE] observes moderate degradation (-3.4% loss), 4 sources [ZTE, ETRI, vivo, Samsung] observe significant degradation (-7.55%~-32.3% loss).

· For generalization Case 3, generalized performance of the AI/ML model can be achieved in general (0%~-4.45% loss) for UE speed#B subject to any of 10 km/h, 30 km/h, 60 km/h and 120 km/h, if the training dataset is constructed with data samples subject to multiple UE speeds including UE speed#B, as observed by 9 sources [Xiaomi, Interdigital, Apple, Huawei, ZTE, Samsung, ETRI, vivo, Spreadtrum].

· For UE speed#B is 10 km/h, minor loss (-0.6%~-1%) are observed by 3 sources [CATT, Xiaomi, Spreadtrum].

· For UE speed#B is 30 km/h, minor loss (-0.08%~-1.34%) are observed by 3 sources [Xiaomi, Apple, Huawei], moderate loss (-2.2%~-4.07%) are observed by 3 sources [Interdigital, vivo, Spreadtrum].

· For UE speed#B is 60 km/h, minor loss (-0.05%~-2%) are observed by 4 sources [ZTE, Apple, Xiaomi, Huawei], moderate loss (-2%~-3.76%) are observed by 2 sources [vivo, Spreadtrum].

· For UE speed#B is 120 km/h, moderate loss (-2%~-4.45%) are observed by 4 sources [vivo, Samsung, ETRI, ZTE].

· Note: For generalization Case 3, 5 sources [ETRI, ZTE, Samsung, Interdigital, Fujitsu] observe significant performance degradations (-5%~-26.5% loss) for UE speed#B subject to 10 km/h, 30 km/h, 60 km/h, but compared with generalization Case 2, in general the performance are still improved.

· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table

· Raw channel matrix is used as the model input.

· Training data samples are not quantized, i.e., Float32 is used/represented.

· The performance metric is SGCS in linear value for layer 1/2/3/4.

· No spatial consistency is considered

· Note: Results refer to Table 5.1-10 of R1-2306059

Observation 

For the comparison of quantization methods for CSI compression, till the RAN1#113 meeting, training non-aware quantization (Case 1) is in general inferior to the training aware quantization (Case 2-1/2-2), and may lead to lower performance than the benchmark.

· For scalar quantization, compared with benchmark,

· -5.9%~-43.2% degradations are observed for training non-aware quantization (Case 1) from 4 sources [Source#1, Source#2, Source#3, Source#8].

· 3.9%~8.64% gains are observed for training aware quantization with fixed/pre-configured quantization method/parameters (Case 2-1) from 5 sources [Source#1, Source#2, Source#3, Source#4, Source#5], which are 17.3%~83.2% gains over training non-aware quantization (Case 1) from 4 sources [Source#1, Source#2, Source#3, Source#8] and 0.9%~5.4% gains over training non-aware quantization (Case 1) from 2 sources [Source#6, Source#8].

· Note: 0.72% gains are observed for Case 2-1 from 1 source [Source#1] due to SQ parameter chosen without matching latent distribution, which achieves 13.9% gains over Case 1.

· 7.55% gains are observed for training aware quantization with jointly updated quantization method/parameters (Case 2-2) from 1 source [Source#1], which are 21.6% gains over training non-aware quantization (Case 1) from 1 source [Source#1].

· For vector quantization, compared with benchmark,

· -2%~-10% degradations are observed for training non-aware quantization (Case 1) from 1 source [Source#7].

· 6.0%~8.91% gains are observed for training aware quantization with fixed/pre-configured quantization method/parameters (Case 2-1) from 2 sources [Source#1, Source#2], which are 16.3%~23.1% gains over training non-aware quantization (Case 1) from 2 sources [Source#1, Source#2].

· 4.67%~13.01% gains are observed for training aware quantization with jointly updated quantization method/parameters (Case 2-2) from 6 sources [Source#1, Source#2, Source#4, Source#5, Source#7, Source#8], which are 10.7%~27.8% gains over training non-aware quantization (Case 1) from 3 sources [Source#1, Source#2, Source#7] and 1.7%~7.5% gains over training non-aware quantization (Case 1) from 2 sources [Source#6, Source#8].

· In general, Case 2-2 outperforms Case 2-1 with 0.7%~3.8% gains, as observed by 6 sources [Source#1, Source#2, Source#4, Source#5, Source#6, Source#8].

· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table

· Precoding matrix is used as the model input.

· Training data samples are not quantized, i.e., Float32 is used/represented.

· 1-on-1 joint training is assumed.

· The performance metric is SGCS for Layer 1.

· Benchmark is Rel-16 Type II codebook.

· Source#1: Qualcomm (R1-2305328); Source#2: vivo (R1-2304471); Source#3: Ericsson (R1-2304521); Source#4: ZTE (R1-2304534); Source#5: Xiaomi (R1-2304893); Source#6: Fujitsu (R1-2304764); Source#7: Huawei, HiSilicon (R1-2304653); Source#8: Apple (R1-2305234).

· Note: Results refer to Table 5.4-1 of R1-2306060

Observation  

For the comparison of quantization methods for CSI compression, till the RAN1#113 meeting, in general vector quantization (VQ) has comparable performance with scalar quantization (SQ):

· For SQ and VQ under the same training case, it is 

· observed by 1 source [Source#1] that VQ under Case 2-1 has -0.8% degradation over SQ under Case 2-1, 

· observed by 2 sources [Source#2, Source#3] that VQ under Case 2-1 has 0.3%~1.1% gain over SQ under Case 2-1, and 

· observed by 3 sources [Source#2, Source#3, Source#4] that VQ under Case 2-2 has 0.7%~5.1% gain over SQ under Case 2-2.

· Note: VQ under Case 2-1 has 8% gains over SQ under Case 2-1 as observed from 1 source [Source#2] due to non-optimized SQ parameter chosen.

· For SQ and VQ across training cases, it is 

· observed by 5 sources [Source#1, Source#2, Source#3, Source#5, Source#6] that VQ under Case 2-2 has 0.5%~4% gain over SQ under Case 2-1, and 

· observed by 1 source [Source#5] that VQ under Case 2-2 has -1.3% degradation over SQ under Case 2-1.

· Note: in general, more companies (Source#1, Source#2, Source#3, Source#4, Source#5, Source#6) observing gain of VQ over SQ than companies observing loss (Source#1, Source#5).
· Note: it is observed by 1 source [Source#5] that combined SQ and VQ under Case 2-2 has minor gain of 0.2% over VQ only under Case 2-2.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table

· Precoding matrix is used as the model input.

· Training data samples are not quantized, i.e., Float32 is used/represented.

· 1-on-1 joint training is assumed.

· The performance metric is SGCS for Layer 1.

· Benchmark is Rel-16 Type II codebook.

· Source#1: vivo (R1-2304471); Source#2: Qualcomm (R1-2305328); Source#3: Apple (R1-2305234); Source#4: Lenovo (R1-2305202); Source#5: ZTE (R1-2304534); Source#6: Xiaomi (R1-2304893);.

· Note: Results refer to Table 5.4-2 of R1-2306060

Agreement

For the intermediate KPI monitoring of CSI compression, for the FFS issue on the value of threshold of  KPIth_1 in Option 1, the candidate threshold values are set as 0.02, 0.05 and 0.1
Agreement

For the intermediate KPI monitoring of CSI compression, for the FFS issue on the value of threshold of KPIth_2 and KPIth_3  in Option 2, consider KPIth_2   = KPIth_3.
Agreement
For the evaluation of training Type 3 under CSI compression, for the benchmark case (1-on-1 joint training) for performance comparison, the structures for the pair of NW part model/UE part model for the new case are the same with the Type 3 case to be compared.

E.g., if the Type 3 is Transformer#1 for NW part model and CNN#1 for UE part model, then the benchmark case for performance comparison is also Transformer#1 for NW part model and CNN#1 for UE part model with joint training. 
Agreement
For the intermediate KPI monitoring of CSI compression, between the two options to calculate KPIdiff). 
 and KPIGenie achieved in the RAN1#112bis-e meeting, as baseline for calibration purpose, consider Option 1 (Gap between KPIActual
· Option 2 (Binary state of KPIActual  and KPIGenie relationship) as optional and up to companies to report.

· Results subject to Option 2, may be captured as a note in observation

Observation 

For the evaluation of AI/ML based CSI compression, till the RAN1#113 meeting, compared to the benchmark, in terms of mean UPT under full buffer, more gains are achieved by Max rank 2 compared with Max rank 1 in general:
· For Max rank 1, 5 sources [Huawei, Nokia, vivo, OPPO, Fujitsu] observe the performance gain of 1.1%~11%

· 5 sources [Huawei, Nokia, vivo, OPPO, Fujitsu] observe the performance gain of 6%~11% at CSI overhead A (small overhead);

· 5 sources [Huawei, Nokia, vivo, OPPO, Fujitsu] observe the performance gain of 3%~7% at CSI overhead B (medium overhead);

· 5 sources [Huawei, Nokia, vivo, OPPO, Fujitsu] observe the performance gain of 1.1%~11% at CSI overhead C (large overhead);

· For Max rank 2, 7 sources [Huawei, Nokia, vivo, Fujitsu, Qualcomm, Intel, InterDigital] observe the performance gain of 0.2%~15%

· 7 sources [Huawei, Nokia, vivo, Fujitsu, Qualcomm, Intel, InterDigital] observe the performance gain of 4%~15% at CSI overhead A (small overhead);

· 7 sources [Huawei, Nokia, vivo, Fujitsu, Qualcomm, Intel, InterDigital] observe the performance gain of 4%~10% at CSI overhead B (medium overhead);

· 7 sources [Huawei, Nokia, vivo, Fujitsu, Qualcomm, Intel, InterDigital] observe the performance gain of -0.2%~14% at CSI overhead C (large overhead);

· Note: 1 source [Xiaomi] observe gain of 24.47%~28.24%, over CSI overhead A/B/C, which bias from the majority ranges.

· Note: For Max rank 4, 1 source [ZTE] observes gain of 7.44%~9.95% over CSI overhead A/B/C.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table

· Precoding matrix of the current CSI is used as the model input.

· Training data samples are not quantized, i.e., Float32 is used/represented.

· 1-on-1 joint training is assumed.

· Benchmark is Rel-16 Type II codebook.

· Note: Results refer to Table 5.5-1 of R1-2306061

Observation 
For the evaluation of AI/ML based CSI compression, till the RAN1#113 meeting, compared to the benchmark, in terms of 5% UPT under full buffer,
· For Max rank 1, 3 sources [Nokia, vivo, Fujitsu] observe the performance gain of 0%~20.9%

· 3 sources [Nokia, vivo, Fujitsu] observe the performance gain of 2.5%~20.9% at CSI overhead A (small overhead);

· 3 sources [Nokia, vivo, Fujitsu] observe the performance gain of 2.3%~17.4% at CSI overhead B (medium overhead);

· 3 sources [Nokia, vivo, Fujitsu] observe the performance gain of 0%~6.62% at CSI overhead C (large overhead);

· For Max rank 2, 5 sources [Nokia, vivo, Fujitsu, Qualcomm, Intel] observe the performance gain of -7%~14.9%

· 5 sources [Nokia, vivo, Fujitsu, Qualcomm, Intel] observe the performance gain of 4.1%~14.9% at CSI overhead A (small overhead);

· 5 sources [Nokia, vivo, Fujitsu, Qualcomm, Intel] observe the performance gain of 0.3%~4% at CSI overhead B (medium overhead);

· 5 sources [Nokia, vivo, Fujitsu, Qualcomm, Intel] observe the performance gain of -7%~6.03% at CSI overhead C (large overhead);

· Note: 1 source [Xiaomi] observe gain of 8.76%~30.17%, over CSI overhead A/B/C, which bias from the majority ranges.

· Note: For Max rank 4, 1 source [ZTE] observes gain of 3.59%~6.15% over CSI overhead A/B/C.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table

· Precoding matrix of the current CSI is used as the model input.

· Training data samples are not quantized, i.e., Float32 is used/represented.

· 1-on-1 joint training is assumed.

· Benchmark is Rel-16 Type II codebook.

· Note: Results refer to Table 5.5-2 of R1-2306061

Agreement

For the evaluation of the R16 eType II-like codebook based high resolution quantization of the ground-truth CSI in the CSI compression for AI/ML training, regarding the evaluation of new values of eType II parameters, consider the legacy values of PC6&PC8 as the baseline/lower-bound of performance comparison.

· Note: it has been agreed that Float32 is adopted as the baseline/upper-bound of performance comparison.
Observation 

For the generalization verification of AI/ML based CSI compression over various carrier frequencies, till the RAN1#113 meeting, compared to the generalization Case 1 where the AI/ML model is trained with dataset subject to a certain carrier frequency#B and applied for inference with a same carrier frequency#B,

· For generalization Case 2, generalized performance may be achieved in general

· If carrier frequency#A is 3.5/4GHz & carrier frequency#B is 2GHz, 3 sources [NTT DOCOMO, Nokia, MediaTek] observe generalized performance of less than -1.72% degradation.

· If carrier frequency#A is 2GHz & carrier frequency#B is 3.5/4GHz, 4 sources [NTT DOCOMO, Nokia, vivo, MediaTek] observe generalized performance of less than -1% degradation or positive gain.

· Note: 1 source [Nokia] observes significant degradations of -6.6%.

· For generalization Case 3, generalized performance of the AI/ML model may be achieved (0%~-0.8% loss or positive gain) for carrier frequency#B subject to any of 2GHz and 3.5/4GHz, if the training dataset is constructed with data samples subject to multiple carrier frequencies including carrier frequency#B, as observed by 4 sources [NTT DOCOMO, Nokia, vivo, MediaTek].

· Minor loss (0%~-0.8%) are observed by 3 sources [Nokia, vivo, MediaTek].

· Positive gains are observed by 4 sources [NTT DOCOMO, Nokia, vivo, MediaTek].

· Note: Significant degradations of up to -4.9% are still observed by 1 source [Nokia] for carrier frequency#B subject to 3.5/4GHz

· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table

· Precoding matrix is used as the model input.

· Training data samples are not quantized, i.e., Float32 is used/represented.

· 1-on-1 joint training is assumed.

· The performance metric is SGCS in linear value for layer 1.

· Antenna layouts are assumed as the same over the different frequency carriers.
· Note: Results refer to Table 5.5-3 of R1-2306061

Working Assumption

For the template of Table 1. Evaluation results for CSI compression of 1-on-1 joint training without model generalization/scalability, update the entry of CQI determination method(s) to include also the RI determination:
	Common description
	Input type

	
	Output type

	
	Quantization /dequantization method

	
	Rank/layer adaptation settings for rank>1

	
	CQI/RI determination method(s) for AI/ML (Option 1a/1b/1c/2a/2b, etc.)


Observation

For the evaluation of NW first separate training with dataset sharing manner for CSI compression, till the RAN1#113 meeting, for the pairing of 1 NW to 1 UE (Case 1), as compared to 1-on-1 joint training between the NW part model and the UE part model,

· For the NW first separate training case where the same backbone is adopted for both the NW part model and the UE part model, minor degradation is observed for both the cases where the shared output of the Network side CSI generation part is before or after quantization:
· For the case where the shared output of the Network side CSI generation part is after quantization, 5 sources [Ericsson, Nokia, ZTE，Fujitsu, Samsung] observe -0%~-0.5% degradation, 6 sources [Nokia, Qualcomm, ZTE, CATT, vivo, Samsung] observe -0.5%~-1% degradation, and 2 sources [Nokia, ZTE] observe -1%~-1.3% degradation.

· For the case where the shared output of the Network side CSI generation part is before quantization, 3 sources [Huawei, Apple, CMCC] observe -0%~-0.8% degradation.

· Note: For the NW first separate training case where different backbones are adopted for the NW part model and the UE part model, and 

· If the backbone of the UE part model is less capable than the NW part model, 1 source [ZTE] observes -0%~-0.5% degradation, 2 sources [ZTE, CATT] observe -0.5%~-1% degradation, and 2 sources [Qualcomm, vivo] observe -2.1%~-5.2% degradation.

· If the backbone of the UE part model is more capable than the NW part model, 1 source [ZTE] observes -0.08%~-0.64% degradation.

· Note: the dataset sharing behavior from above sources follows the example of the agreement in the RAN1#111 meeting, where “the set of information includes the input and output of the Network side CSI generation part, or includes the output of the Network side CSI generation part only”.

· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table

· Precoding matrix is used as the model input.

· Training data samples are not quantized, i.e., Float32 is used/represented.

· The performance metric is SGCS for Layer 1/2.

· Same size of training dataset for benchmark, NW part training and the UE part training

· Same pair of NW part model and UE part model between 1-on-1 joint training and NW first separate training.

· Quantization/dequantization method/parameters between NW side and UE side are aligned.
· Note: Results refer to Table 5.6-1 of R1-2306062

Observation
For the evaluation of NW first separate training with dataset sharing manner for CSI compression, till the RAN1#113 meeting, for the pairing of 1 NW to 1 UE (Case 1), as compared to the case where the same set of dataset is applied for training the NW part model and training the UE part model, if the dataset#2 applied for training the UE part model is a subset of the dataset#1 applied for training the NW part model,

· If the dataset#2 is appropriately selected, minor additional performance degradation can be achieved, as -0%~-0.55% gap is observed from 2 sources [Huawei, CMCC].

· If the dataset#2 has a significantly reduced size compared to dataset#1, moderate/significant additional performance degradation may occur, as -0.55%~-8.41% gap is observed from 2 sources [CMCC, vivo].

· Note: the dataset sharing behavior from above sources follows the example of the agreement in the RAN1#111 meeting, where “the set of information includes the input and output of the Network side CSI generation part, or includes the output of the Network side CSI generation part only”.

· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table

· Precoding matrix is used as the model input.

· Training data samples are not quantized, i.e., Float32 is used/represented.

· The performance metric is SGCS for Layer 1/2.

· Note: Results refer to Table 5.6-2 of R1-2306062

Observation 

For the evaluation of UE first separate training with dataset sharing manner for CSI compression, till the RAN1#113 meeting, for the pairing of 1 NW to 1 UE (Case 1), as compared to 1-on-1 joint training between the NW part model and the UE part model,

· For the UE first separate training case where the same backbone is adopted for both the UE part model and the NW part model, minor degradation is observed in general for both the cases where the shared input of the UE side CSI reconstruction part is before or after quantization:

· For the case where the shared input of the UE side CSI reconstruction part is after quantization, 5 sources [Nokia, Fujitsu, CATT, vivo, Qualcomm] observe -0%~-0.5% degradation, and 1 source [ZTE] observes -1.05%~-1.75% degradation.

· For the case where the shared output of the UE side CSI reconstruction part is before quantization, 1 source [Huawei] observes -0%~-1% degradation, and 1 source [Apple] observe -1%~-2.9% degradation.

· Note: For the UE first separate training case where different backbones are adopted for the NW part model and the UE part model, and 

· If the backbone of the NW part model is less capable than the UE part model, 1 source [Qualcomm] observes 0%~-0.5% degradation, 2 sources [CATT, ZTE] observes -0.5%~-1% degradation, and 2 sources [ZTE, vivo] observe -1%~-1.88% degradation.
· If the backbone of the NW part model is more capable than the UE part model, 1 source [ZTE] observes -0.73%~-1.74% degradation.

· Note: the dataset sharing behavior from above sources follows the example of the agreement in the RAN1#111 meeting, where “the set of information includes the input and label of the UE side CSI reconstruction part, or includes the input of the UE side CSI reconstruction part only”.

· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table

· Precoding matrix is used as the model input.

· Training data samples are not quantized, i.e., Float32 is used/represented.

· The performance metric is SGCS for Layer 1/2.

· Same size of training dataset for benchmark, NW part training and the UE part training

· Same pair of NW part model and UE part model between 1-on-1 joint training and UE first separate training.

· Quantization/dequantization method/parameters between NW side and UE side are aligned.
· Note: Results refer to Table 5.6-3 of R1-2306062
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9.2.2.2 Other aspects on AI/ML for CSI feedback enhancement

Including potential specification impact.
Agreement 

· Type 2 Joint training of the two-sided model at network side and UE side, respectively.

· Note: Joint training includes both simultaneous training and sequential training, in which the pros and cons could be discussed separately

· Note: Sequential training includes starting with UE side training, or starting with NW side training

Agreement
In CSI compression using two-sided model use case, for discussion of training collaboration type 1, 

· Create separate table with separate columns for both known model structure, and unknown model structure separately for NW-sided and UE-sided, respectively.

Agreement

In CSI compression using two-sided model use case, further study the necessity, complexity, overhead, latency and potential specification impact on ground truth CSI report for NW side data collection for model performance monitoring, including:   

· Scalar quantization for ground-truth CSI
· FFS: any processing applied to the ground-truth CSI before scalar quantization
· Codebook-based quantization for ground-truth CSI
· FFS: Parameter set enhancement of existing eType II codebook, based on evaluation results in 9.2.2.1

· RRC signaling and/or L1 signaling procedure to enable fast identification of AI/ML model performance
· Aperiodic/semi-persistent or periodic ground-truth CSI report.

Agreement
In CSI compression using two-sided model use case, for the study of UCI format, consider the legacy CSI reporting principle with CSI Part 1 and Part 2 as a starting point, where Part 1 has a network configured fixed size and Part 2 size is dynamic, determined by information in Part 1.

Agreement
In CSI compression using two-sided model use case, further study the feasibility of at least the following methods to support codebook subset restriction: 

· input-CSI-NW/output-CSI-UE is in angular-delay domain, beam restriction can be based on legacy SD basis vector-based input CSI in angular domain. 
· FFS amplitude restriction
· FFS if input-CSI-NW/output-CSI-UE is in spatial-frequency domain  

Agreement
In CSI compression using two-sided model use case, further study the applicability and potential specification impact for CSI configuration and report:  

· For network to indicate CSI reporting related information, gNB can indicate the UE with the one or more of following information: 
· Information indicating CSI payload size
· Information indicating quantization method/granularity.

· Rank restriction
· Other payload related aspects
· For UE determination/reporting of the actual CSI payload size, UE reports related information as configured by the NW  
Agreement
In CSI compression using two-sided model use case, further study feasibility and procedure to align the information that enables the UE to select a CSI generation model(s) compatible with the CSI reconstruction model(s) used by the gNB.  
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9.2.3 AI/ML for beam management 
9.2.3.1 Evaluation on AI/ML for beam management

Including evaluation methodology, KPI, and performance evaluation results. 

Agreement
· For DL Tx beam prediction, the definition of Top-1 genie-aided Tx beam is defined as

· Option A (baseline): the Top-1 genie-aided Tx beam is the Tx beam that results in the largest L1-RSRP over all Tx and Rx beams

· Option B(optional), the Top-1 genie-aided Tx beam is the Tx beam that results in the largest L1-RSRP over all Tx beams with specific Rx beam(s)

· Companies report the specific Rx beam(s)

· Note: specific Rx beams are subset of all Rx beams
Observation
For BMCase-1 and for a fixed Set B pattern option, Set B pattern will affect the beam prediction accuracy with AI/ML for both DL Tx beam prediction and beam pair prediction.

Agreement
· The performance impact of the relative L1-RSRP measurement error can be optionally evaluated for both DL Tx beam and beam pair prediction, where the relative L1-RSRP measurement error can be modelled as noise among beams as a starting point
·  Additive Gaussian noise with 95% of the density function within the measurement accuracy range, and/or uniformly distributed noise for the error due to baseband and/or RF impairment.
· Other modelling methods are not precluded and can be reported by companies.   
· Companies’ report includes how to model the measurement error and the measurement accuracy range in training and test data and labels.
· Companies’ report includes the baseline performance with the relative L1-RSRP measurement error.  
Observation

At least for BM-Case1 for inference of DL Tx beam with L1-RSRPs of all beams in Set B, existing quantization granularity of L1-RSRP (i.e., 1dB for the best beam, 2dB for the difference to the best beam) causes [a minor loss] in beam prediction accuracy compared to unquantized L1-RSRPs of beams in Set B:
· Evaluation results from [11 sources: Interdigital, vivo, Huawei/HiSi, CATT, Fujitsu, Lenovo, Apple, Qualcomm, Samsung, DoCoMo, Ericsson] show [less than 5%] loss in terms of Top-1 beam prediction accuracy. 

· Note: [One source: Apple] uses the data without quantization for training and data with quantization for inference. Other sources use the same quantization scheme for data for training and inference.

Observation
The following generalization aspects were evaluated for BMCase-1 and/or BMCase-2,

· Scenarios

· Various deployment scenarios,

· e.g., UMa, UMi 

· e.g., 200m ISD or 500m ISD 

· [e.g., same deployment, different cells with different configuration/assumption]
· [FFS e.g., Carrier frequencies]
· Various outdoor/indoor UE distributions, e.g., 100%/0%, 20%/80%, and others

· Various UE mobility, 

· e.g., [3km/h], 30km/h, 60km/h and others

· Configurations (parameters and settings)

· Various UE parameters, 

· e.g., UE Rx beam codebook /panels, 

· e.g., UE antenna array dimensions

· Various gNB settings, 

· e.g., DL Tx beam codebook

· e.g. various Set A of beam(pairs) 

· e.g., gNB antenna array dimensions

· Various Set B of beam (pairs)
Observation
Companies have provided evaluation results which show that Case 3 and/or Case 2A can provide better performance than Case 2. In most of the cases/evaluations, Case 3 has performance degradation than Case 1. From the evaluation results [from 2 sources: Samsung, Nokia] for [scenario with various UE distribution], Case 3 may have similar or slightly higher performance than Case 1.

· [[For some cases], Case 2 have some performance degradation than Case 1 in most of the cases/ evaluations. In Case 2, AI/ML still can provide better performance (e.g. [>30%] of Top-1 beam prediction unless otherwise stated) than non-AI baseline option 2 (based on the measurements from Set B of beams):

· [For some cases], Case 2 have significant performance degradation than Case 1 in most of the cases/ evaluations. In Case 2, AI/ML still can provide comparable or worse performance (e.g., [<30%] of Top-1 beam prediction unless otherwise stated) than non-AI baseline option 2 (based on the measurements from Set B of beams)]
· Note: the following are assumed in the simulation unless otherwise stated

· For DL Tx beam prediction, the measurements from best Rx beam are used.

· Fixed Set B pattern.

· Without UE Rotation.
· Beams could be measured regardless of their SNR.

· No measurement error.

· Measured in a single-time instance (within a channel-coherence time interval).

· No quantization for the L1-RSRP measurements.

· No constraint on UCI payload overhead for full report of the L1-RSRP measurements of Set B for NW-side models are assumed. 

· Observations are applicable for both Tx beam and beam pair.

· The evaluation results are from BM-Case 1 and similar observation are expected for BM-Case 1 when Set B is different from Set A. 

· For BM-Case1 DL Tx beam prediction, when Set B is a subset of Set A, AI/ML can provide good beam prediction performance with less measurement/RS overhead without considering generalization aspects with the measurements from the best Rx beam without UE rotation.

· (A)With measurements of fixed Set B of beams that of 1/4 of Set A of beams

· Top-1 DL Tx beam prediction accuracy: 

· evaluation results from [7 sources: Huawei/HiSi, Futurewei, NVIDIA, MediaTek, vivo, CEWiT, Interdigital] indicate that, AI/ML can achieve [about 70%~80%] beam prediction accuracy

· evaluation results from [5 sources: Xiaomi, Apple, Intel, Lenovo, Fujitsu] indicate that, AI/ML can achieve [about 80%~90%] beam prediction accuracy

· evaluation results from [7 sources: CATT, OPPO, Samsung, Ericsson, Nokia, ZTE, vivo] indicate that, AI/ML can achieve [more than 90%] beam prediction accuracy

· Note: [One source: vivo] reported that, AI/ML can achieve [97.3%] beam prediction accuracy with the measurements from the best Rx beam based on the best Tx beam in Set A, and AI/ML can achieve [76.4%] beam prediction accuracy with the measurements from the best Rx beam of on the best Tx beam in Set B.

· Non-AI baseline Option 2 (exhaustive beam sweeping in Set B of beams) can achieve [about 25%] beam prediction accuracy.
· Top-1 DL Tx beam with 1dB margin:

· evaluation results from [12 sources: Xiaomi, ZTE, Apple, Nokia, Samsung, Ericsson, Intel, InterDigital, Fujitsu, Lenovo, OPPO, CATT] indicate that, AI/ML can achieve [more than 90%] beam prediction accuracy.

· evaluation results from [2 sources: vivo, Huawei/HiSi] indicate that, AI/ML can achieve [80%] beam prediction accuracy, wherein [1 source: vivo] assumed the L1-RSRP of the Top-1 predicted beam is measured with the best Rx beam searched from the best Tx beam in set B.
· Top-K(=2) DL Tx beam prediction accuracy

· evaluation results from [6 sources: Futurewei, NVIIDA, MediaTek, CATT, vivo, CEWiT] indicate that, AI/ML can achieve [80%- 90%] beam prediction accuracy.

· evaluation results from [8 sources: Xiaomi, OPPO, NVIIDA, Nokia, Ericsson, Samsung, CATT, Fujitsu] indicate that, AI/ML can achieve [more than 90%] beam prediction accuracy. 

· The beam prediction accuracy increases with K.  

· evaluation results from [3 sources: Samsung, CATT, Fujitsu] indicate that Top-2 DL beam prediction accuracy can be [more than 95%] 

· evaluation results from [source: Lenovo] indicate that Top-3 DL beam prediction accuracy can be [more than 95%]

· evaluation results from [4 sources: HW/HiSi, CEWiT, Lenovo, ZTE] indicate that Top-5 DL beam prediction accuracy can be [more than 95%] 

· Average L1-RSRP difference of Top-1 predicted beam 

· evaluation results from [14 sources: Huawei/HiSi, Futurewei CATT, xiaomi, OPPO, ZTE, NVIDIA, Nokia, Samsung, MediaTek, Fujitsu, Lenovo, CEWiT, vivo] indicate that it can be [below or about 1dB]

· evaluation results from [1 source: vivo] indicates that it can be [2.6dB] with the assumption that the L1-RSRP of the Top-1 predicted beam is measured with the best Rx beam searched from the best Tx beam in set B
· Average predicted L1-RSRP difference of Top-1 beam 

· evaluation results from [5 sources: vivo, Lenovo, ZTE, xiaomi, Ericsson] indicates that it can be [below or about 1dB]

· evaluation results from [1 source: MediaTek] indicates that it is [about 2dB]

· Note that this is assumed that all the L1-RSRPs of Set A of beams are used as the label in AI/ML training phase [(e.g., regression AI/ML model)]

· UE average throughput

· evaluation results from [3 sources: Nokia, MediaTek, Interdigital] indicate that AI/ML achieves [96%~99%] of the UE average throughput of the BM-Case1 baseline option 1 (exhaustive search over Set A beams).

· evaluation results from [1 source: Interdigital] indicate that non-AI baseline option 2 (exhaustive search over Set B beams) achieves [89%] of the UE average throughput of the BM-Case1 baseline option 1 (exhaustive search over Set A beams).

· UE 5%ile throughput

· evaluation results from [2 sources: Nokia, MediaTek] indicate that, AI/ML achieves [95~97%] of the UE 5%ile throughput of the BM-Case1 baseline option 1 (exhaustive search over Set A beams).
 
· (B) With measurements of fixed Set B of beams that of 1/8 of Set A of beams

· Top-1 DL Tx beam prediction accuracy:

· evaluation results from [4 sources: Futurewei, MediaTek, CEWiT, DoCoMo] indicate that, AI/ML can achieve [about 50%] beam prediction accuracy

· evaluation results from [4 sources: Apple, Qualcomm, Intel, vivo] indicate that, AI/ML can achieve [about 60%~70%] beam prediction accuracy 

· evaluation results from [5 sources: CMCC, Lenovo, ZTE, Fujitsu, OPPO] indicate that, AI/ML can achieve [about 70%~80%] beam prediction accuracy.

· evaluation results from [2 sources: Nokia, Samsung, vivo] indicate that, AI/ML can achieve [more than 80%] beam prediction accuracy 

· Note: [One source: vivo] reported that, AI/ML can achieve [89%] beam prediction accuracy with the measurements from the best Rx beam based on the best Tx beam in Set A, and AI/ML can achieve [67.6%] beam prediction accuracy with the measurements from the best Rx beam of on the best Tx beam in Set B.

· Non-AI baseline Option 2 (exhaustive beam sweeping in Set B of beams) can achieve [about 12.5%] beam prediction accuracy  
· Top-1 DL Tx beam prediction with 1dB margin

· evaluation results from [5 sources: Apple, Intel, vivo, Lenovo, Fujitsu] indicate that, AI/ML can achieve [70%-80%] beam prediction accuracy

· wherein [1 source: vivo] assumed the L1-RSRP of the Top-1 predicted beam is measured with the best Rx beam searched from the best Tx beam in set B.
· evaluation results from [1 source: OPPO] indicate that, AI/ML can achieve [80%-90%] beam prediction accuracy

· evaluation results from [4 sources: Nokia, Qualcomm, Samsung, ZTE] indicate that, AI/ML can achieve [more than 90%] beam prediction accuracy 

· Top-K(=2) DL Tx beam prediction accuracy

· evaluation results from [3 sources: Futurewei, MediaTek, CEWiT] indicate that, AI/ML can achieve [about 70%~ 80%] beam prediction accuracy

· evaluation results from [5 sources: CMCC, Intel, Qualcomm, vivo, Fujitsu] indicate that, AI/ML can achieve [80%~90%] beam prediction accuracy 

· evaluation results from [3 sources: Nokia, OPPO, Samsung] indicate that, AI/ML can achieve [90%] beam prediction accuracy for Top-2 DL Tx beam. 

· The beam prediction accuracy increases with K.  

· evaluation results from [1 source: CATT] indicate that Top-2 DL beam prediction accuracy can be [more than 95%] 

· evaluation results from [1 source: Samsung, Lenovo] indicate that Top-3 DL beam prediction accuracy can be [>95%] 

· evaluation results from [4 sources: Qualcomm, CEWiT, Lenovo, ZTE] indicate that Top-5 DL beam prediction accuracy can be [>90%] 

· Average L1-RSRP difference of Top-1 predicted beam 

· evaluation results from [7 sources: Nokia, Qualcomm, OPPO, Samsung, CEWiT, ZTE, vivo] indicate that it can be [below or about 1dB]

· evaluation results from [3 sources: Fujitsu, DoCoMo, Lenovo] indicate that it can be [1dB~2dB]

· evaluation results from [1 source: vivo] indicates that it can be [3.4dB] with the assumption that the L1-RSRP of the Top-1 predicted beam is measured with the best Rx beam searched from the best Tx beam in set B

· Average predicted L1-RSRP difference of Top-1 beam 

· evaluation results from [5 sources: vivo, Lenovo, OPPO, ZTE, Ericsson] indicates that it can be [0.8~1.5dB] 

· Note that [4 sources: vivo, Lenovo, ZTE, Ericsson] assumed that all the L1-RSRPs of Set A of beams are used as the label in AI/ML training phase (e.g., regression AI/ML model) and [1 source: OPPO] assumed that only the L1-RSRP of the Top-1 beam in Set A is used as the label in training phase and the result is [0.82 dB]. 

· UE average throughput

· evaluation results from [1 source: Nokia] indicates that AI/ML achieves [98%] of the UE average throughput of the BMCase1 baseline option 1 (exhaustive search over Set A beams).

· evaluation results from [1 source: MediaTek] indicates that AI/ML achieves [85%] of the UE average throughput of the BMCase1 baseline option 1 (exhaustive search over Set A beams).

· UE 5%ile throughput

· evaluation results from [1 source: Nokia] indicates that, AI/ML achieves 84% of the UE 5%ile throughput of the BMCase1 baseline option (exhaustive search over Set A beams).
· evaluation results from [1 source: MediaTek] indicates that, AI/ML achieves 70% of the UE 5%ile throughput of the BMCase1 baseline option (exhaustive search over Set A beams).
· Note that ideal measurements are assumed

· Beams could be measured regardless of their SNR.

· No measurement error.

· Measured in a single-time instance (within a channel-coherence time interval).

· No quantization for the L1-RSRP measurements.

· No constraint on UCI payload overhead for full report of the L1-RSRP measurements of Set B for NW-side models are assumed. 

Observation

· For BM-Case1 DL Tx beam prediction, when Set B is different to Set A, with measurements of Set B of wide beams that are 1/4 or 1/6 or 1/8 of Set A beams, AI/ML can provide good beam prediction performance with less measurement/RS overhead without considering generalization aspects with the measurements from the best Rx beam without UE rotation.

· Top-1 DL Tx beam

· evaluation results [from 3 sources: Nokia, Ericsson, Intel] indicate that, AI/ML can achieve [more than 80%] beam prediction accuracy [from 5 sources: Samsung, Huawei, MediaTek, Qualcomm, Intel] indicate that, AI/ML can achieve [more than 55%] beam prediction accuracy

· [One source: Intel] reported [more than 80%] beam prediction accuracy with 100% outdoor UEs, and [more than 60%] beam prediction accuracy with 20% outdoor UEs. 

· Evaluation results from [1 source: Samsung] shows that, with limited measurements (e..g, [1 or 4]) of narrow beams in Set A[=32], AI/ML can increase [15% or 30%] beam prediction accuracy [respectively] compared with [55%] beam prediction accuracy with measurement of wide beams only. 

· Top-1 DL Tx beam with 1dB margin. 

· evaluation results [from 4 sources: Nokia, Ericsson, Qualcomm, Intel] indicate that, AI/ML can achieve [more than 85%] beam prediction accuracy

· evaluation results [from 3 sources: Huawei, Samsung, Intel] indicate that, AI/ML can achieve [57%~77%] beam prediction accuracy

· [One source: Intel] reported [more than 86%] beam prediction accuracy with 100% outdoor UEs, and [more than 70%] beam prediction accuracy with 20% outdoor UEs.

· Top-K(=3) DL Tx beam

· evaluation results [from 3 sources: Nokia, Ericsson, Intel] indicate that, AI/ML can achieve [more than 95%] beam prediction accuracy 

· evaluation results [from 3 sources: Huawei, Samsung, MediaTek] indicate that, AI/ML can achieve [85~94%] beam prediction accuracy 

· evaluation results from [1 source: Qualcomm] indicate that Top-5 DL beam prediction accuracy can be [more than 90%].
· Average L1-RSRP difference of Top-1 predicted beam

· evaluation results [from 3 sources: Nokia, Samsung, Qualcomm] indicate that, the average L1-RSRP difference can be [less or about 1dB]

· UE average throughput

· evaluation results [from 1 source: Nokia] indicate that, AI/ML achieves [99%] of the UE average throughput of the BMCase1 baseline option 1 (exhaustive search over Set A beams)

· UE 5%ile throughput

· evaluation results [from 1 source: Nokia] indicate that, AI/ML achieves [94%] of the of the BMCase1 baseline option 1(exhaustive search over Set A beams)

· Note that ideal measurements are assumed

· Beams could be measured regardless of their SNR.

· No measurement error.

· Measured in a single-time instance (within a channel-coherence time interval).

· No quantization for the L1-RSRP measurements.

· No constraint on UCI payload overhead for full report of the L1-RSRP measurements of Set B for NW-side models are assumed. 

Observation

At least for BM-Case1 when Set B is a subset of Set A, and for DL Tx beam prediction, with the measurements of the “best” Rx beam with exhaustive beam sweeping for each model input sample, AI/ML provides the better performance than with measurements of random Rx beam(s). 

· Evaluation results from [8 sources: vivo, Nokia, Fujitsu, Samsung Lenovo, Huawei/HiSi, Ericsson, MediaTek] show [25%~50%] degradation with random Rx beam(s) comparing with the “best” Rx beam in terms of Top-1 prediction accuracy. 
· Evaluation results from [1 source: CATT] show about 6% degradation with measurement of random Rx compared with measurement of best Rx in term of Top-1 beam prediction accuracy. 
Comparing performance with non-AI baseline option 2 (based on the measurement from Set B of beams), with measurements of random Rx beam(s) as AI/ML inputs:

· Evaluation results from [5 sources: MediaTek, Fujitsu, vivo, Nokia Samsung] show that AI/ML can still provide [7%~44%] beam prediction accuracy gain in terms of Top-1 beam prediction accuracy. 

Note: In both training and inference, measurements of random Rx beams are used as AI/ML inputs. 

Observation

At least for BM-Case1 for inference of DL Tx beam with L1-RSRPs of all beams in Set B, 

· evaluation results from [3 sources: vivo, Qualcomm, DoCoMo] show that, with 1dB quantization step for the absolute L1-RSRP of the best beam and [4dB] quantization step differential L1-RSRP report with the existing quantization range, [less than 5%] loss in terms of Top-1 beam prediction accuracy compared to unquantized L1-RSRPs of beams in Set B. 

· Same quantization scheme is used for the input data for training and inference. 

· Note: [One source: DoCoMo] used quantized L1-RSRPs with the same quantization scheme as labels in training.

· Note: [One source: vivo] used unquantized L1-RSRPs as labels in training.

· evaluation results from [1 source: Nokia] show that, with quantized L1-RSRPs of beams in Set B with [4dB] quantization step as the inputs, AI/ML has [32%] loss in terms of Top-1 beam prediction accuracy compared to unquantized L1-RSRPs of beams in Set B. 

· Quantized data is used in training for both inputs and labels.
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9.2.3.2 Other aspects on AI/ML for beam management

Including potential specification impact.
Agreement

For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding performance monitoring, study potential spec impact(s) from the following aspects in addition to those included in previous agreements: 

· Configuration/Signalling from gNB to UE for measurement and/or reporting

· UE calculates performance metric(s), either reports it to NW or reports an event to NW based on the performance metric(s) 

· FFS: definition of an event and the performance metric(s) used to identify it

· Indication from NW for UE to do LCM operations 
Agreement

For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding performance monitoring, study the necessity and potential spec impact(s) of the mechanism that facilitate UE to detect whether the functionality/model is suitable or no longer suitable. 
Conclusion
For the study of DL beam pair prediction of BM-Case1 and BM-Case2 with a UE-side AI/ML model, RAN1 has no consensus to support the reporting of the predicted Rx beam(s) (e.g., Rx beam ID, Rx beam angle information, etc) from UE to network.
Agreement

For BM-Case2, study necessity, benefit(s) and potential specification impact from the following additional aspects for AI model inference:

· Reporting information about measurements of multiple past time instances in one reporting instance for BM-Case2 

· Note: only applicable to network-side AI/ML model

· Note: The potential performance gains of measurement reporting should be justified by considering UCI payload overhead
Agreement
For BM-Case1 and BM-Case2, study necessity, benefit(s) and potential specification impact from the following additional aspects for AI model inference:

· How to perform beam indication of beams in Set A not in Set B  

· Note: the legacy mechanism may be sufficient

Agreement
Regarding data collection for BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the benefits, necessity and potential specification impact of the following aspect on top of those we have agreed in previous meeting:

· Assistance information from NW to UE for UE data collection for categorizing the data for the purpose of differentiating characteristics of data

· The assistance information should preserve privacy/proprietary information.

Agreement

For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the necessity and potential BM-specific conditions/additional conditions for functionality(ies) and/or model(s) at least from the following aspects:

· information regarding model inference 
· Set A / Set B configuration

· performance monitoring

· data collection

· assistance information
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9.2.4 AI/ML for positioning accuracy enhancement

9.2.4.1 Evaluation on AI/ML for positioning accuracy enhancement

Including evaluation methodology, KPI, and performance evaluation results. 
Agreement

For the evaluation of AI/ML based positioning, the study of model input due to different number of TRPs include the following approaches. Proponent of each approach provide analysis for model performance, signaling overhead (including training data collection and model inference), model complexity and computational complexity.

· Approach 1: Model input size stays constant as NTRP=18. The number of TRPs (N’TRP) that provide measurements to model input varies. When N’TRP < NTRP, the remaining (NTRP ( N’TRP) TRPs do not provide measurements to model input, i.e., measurement value is set to 0 such that the (NTRP ( N’TRP) TRPs do not affect model output.

· Approach 1-A. The set of TRPs (N’TRP) that provide measurements is fixed.

· Approach 1-B. The set of TRPs (N’TRP) that provide measurements can change dynamically.

· Note: for Approach 1, one model is provided to cover the entire evaluation area.

· Approach 2: The TRP dimension of model input is equal to the number of TRPs (N’TRP) that provide measurements as model input. When N’TRP < NTRP, the remaining (NTRP ( N’TRP) TRPs are ignored by the given model. 

· Approach 2-A. The set of active TRPs (N’TRP) that provide measurements is fixed.

· For Approach 2-A: one model can be provided to cover the entire evaluation area, which is equivalent to deploying N’TRP TRPs in the evaluation area for positioning if ignoring the potential inference from the remaining (18 ( N’TRP) TRPs.

· Approach 2-B. The set of active TRPs (N’TRP) that provide measurements can change dynamically.

· For Approach 2-B, one model is developed to handle various patterns of active TRPs. 

· For Approach 2, if Nmodel (Nmodel >1) models are provided to cover the entire evaluation area, the total complexity (model complexity is the summation of the Nmodel models.

Note:  The agreement is updated from agreement made in RAN1#112bis.

Observation

For AI/ML based positioning, the positioning accuracy is affected by the training dataset size for a given UE distribution area (or equivalently, sample density in #samples/m2), when the UE is distributed uniformly in training data collection. 

· There exists a tradeoff between the training dataset size and the achievable positioning accuracy. The larger the training dataset size (i.e., higher sample density), the smaller the positioning error (in meters), until a saturation point is reached where additional training data does not bring further improvement to the positioning accuracy.

· Note: here a sample refers to the training data collected of one UE at one location. Sample density is equivalent to the density of UEs with data collected in the training dataset.

Observation

For AI/ML assisted positioning with timing information (e.g., ToA) as model output, evaluation of the following generalization aspects show that: 

· the positioning accuracy deteriorates when the AI/ML model is trained with dataset of one deployment scenario, while tested with dataset of a different deployment scenario. 

· Different drops 

· Different clutter parameters 

· Different InF scenarios

· the positioning accuracy may or may not deteriorate when the AI/ML model is trained with dataset of one deployment scenario, while tested with dataset of a different deployment scenario.
· Network synchronization error 
· UE/gNB RX and TX timing error
· SNR mismatch 
· Channel estimation error
Observation

For AI/ML assisted positioning, evaluation results demonstrate that for the generalization aspects of:
· Different drops 

· Different clutter parameters 

· Different InF scenarios

· Network synchronization error 
· UE/gNB RX and TX timing error
· SNR mismatch 
· Channel estimation error
if the positioning accuracy would deteriorate when the AI/ML model is trained with dataset of one deployment scenario and tested with dataset of a different deployment scenario, the positioning accuracy on the test dataset can be improved by better training dataset construction and/or model fine-tuning/re-training.

· Better training dataset construction: The training dataset is composed of data from multiple deployment scenarios, which include data from the same deployment scenario as the test dataset. 

· Model fine-tuning/re-training: the model is re-trained/fine-tuned with a dataset from the same deployment scenario as the test dataset.

Note: ideal model training and switching may provide the upper bound of achievable performance when the AI/ML model needs to handle different deployment scenarios.

Observation
For AI/ML assisted positioning with timing information (e.g., ToA) as model output, based on evaluation results of network synchronization error in the range of 0-50 ns, when the model is trained by a dataset with network synchronization error t1 (ns) and tested in a deployment scenario with network synchronization error t2 (ns), for a given t1,

· For a case evaluated by a given source, the positioning accuracy of cases with t2 smaller than t1 is better than the cases with t2 equal to t1. For example,

· For the case of (t1, t2)=(50ns, 20~25ns), evaluation results submitted to RAN1#113 show the positioning error of (t1, t2)=(50ns, 20~25ns) is 0.75~0.85 times that of (t1, t2)=(50ns, 50ns).

· For the case of (t1, t2)=(50ns, 0ns), evaluation results submitted to RAN1#113 show the positioning error of (t1, t2)=(50ns, 0ns) is 0.76~0.80 times that of (t1, t2)=(50ns, 50ns).

· For a case evaluated by a given source, the positioning accuracy of cases with t2 greater than t1 is worse than the cases with t2 equal to t1. The larger the difference between t1 and t2, the more the degradation. For example,

· For the case of (t1, t2)=(0ns, 10ns), evaluation results submitted to RAN1#113 show the positioning error of (0ns, 10ns) is 1.16~2.81 times that of (0ns, 0ns).

· For the case of (t1, t2)=(0ns, 20~25ns), evaluation results submitted to RAN1#113 show the positioning error of (0ns, 50ns) is 2.19~10.11 times that of (0ns, 0ns).

· For the case of (t1, t2)=(0ns, 50ns), evaluation results submitted to RAN1#113 show the positioning error of (0ns, 50ns) is 9.68~31.95 times that of (0ns, 0ns).

Note: here the positioning error is the horizonal positioning error (meters) at CDF=90%.

Observation

For AI/ML assisted positioning with timing information (e.g., ToA) as model output, based on evaluation results of timing error in the range of 0-50 ns, when the model is trained by a dataset with UE/gNB RX and TX timing error t1 (ns) and tested in a deployment scenario with UE/gNB RX and TX timing error t2 (ns), for a given t1,

· For a case evaluated by a given source, the positioning accuracy of cases with t2 smaller than t1 is better than the cases with t2 equal to t1. For example,

· For the case of (t1, t2)=(50ns, 20~25ns), evaluation results submitted to RAN1#113 show the positioning error of (t1, t2)=(50ns, 20~25ns) is 0.75~0.96 times that of (t1, t2)=(50ns, 50ns).

· For the case of (t1, t2)=(50ns, 0ns), evaluation results submitted to RAN1#113 show the positioning error of (t1, t2)=(50ns, 0ns) is 0.76~0.95 times that of (t1, t2)=(50ns, 50ns).

· For a case evaluated by a given source, the positioning accuracy of cases with t2 greater than t1 is worse than the cases with t2 equal to t1. The larger the difference between t1 and t2, the more the degradation. For example,

· For the case of (t1, t2)=(0ns, 10ns), evaluation results submitted to RAN1#113 show the positioning error of (t1, t2)=(0ns, 10ns) is 1.34~2.30 times that of (t1, t2)=(0ns, 0ns).

· For the case of (t1, t2)=(0ns, 20~25ns), evaluation results submitted to RAN1#113 show the positioning error of (t1, t2)=(0ns, 20~25ns) is 5.66~13.0 times that of (t1, t2)=(0ns, 0ns).

· For the case of (t1, t2)=(0ns, 50ns), evaluation results submitted to RAN1#113 show the positioning error of (t1, t2)=(0ns, 50ns) is 10.62~51.52 times that of (t1, t2)=(0ns, 0ns).

Note: here the positioning error is the horizonal positioning error (meters) at CDF=90%.
Observation

In evaluation of AI/ML assisted positioning with timing information (e.g., TOA) as model output, for L in the range of 0.25m to 5m, the timing (e.g., TOA) estimation error and positioning error increases approximately in proportion to L, where L (in meters) is the standard deviation of truncated Gaussian distribution of the ground truth label error.  

Observation

For AI/ML assisted positioning, the positioning accuracy at model inference is affected by the type of model input.  Evaluation results submitted to RAN1#113 show that if changing model input type while holding other parameters (e.g., Nt, N't, Nport, N'TRP) the same, 

· The positioning error of PDP as model input is 1.17 ~ 1.63 times the positioning error of CIR as model input.

· The positioning error of DP as model input is 1.33 ~ 2.01 times the positioning error of CIR as model input.

Observation

For AI/ML assisted positioning, with Nt consecutive time domain samples used as model input, evaluation results submitted to RAN1#113 show that when CIR or PDP are used as model input, using different Nt while holding other parameters the same,  

· Reducing Nt from 256 to 128 does not appreciably degrade the positioning accuracy, while the measurement size and signaling overhead shrink to (approximately) 1/2 that of Nt=256.

· Positioning error of Nt=128 is 1.00 ~ 1.42 times the positioning error of Nt=256;

· Reducing Nt from 256 to 64~32 may degrade the positioning accuracy, while the measurement size and signaling overhead shrink to (approximately) 1/4 ~1/8 that of Nt=256, respectively. 

· Positioning error of Nt=64 is 1.09 ~ 3.02 times the positioning error of Nt=256;

· Positioning error of Nt=32 is 2.43 ~ 5.10 times the positioning error of Nt=256;

Observation

For AI/ML assisted positioning, when N't time domain samples with the strongest power are selected as model input, evaluation results submitted to RAN1#113 show that for model input of CIR or PDP and Nt=256, using different N't while holding other parameters the same,

· Reducing N't from 256 to 64 does not appreciably degrade the positioning accuracy, while the measurement size and signaling overhead shrink to (approximately) 1/4  that of Nt=N't=256.

· Positioning error of N't=128 is 1.00 ~ 1.33 times the positioning error of Nt=N't=256;

· Positioning error of N't=64 is 0.98 ~ 1.23 times the positioning error of Nt=N't=256;

· Reducing N't from 256 to 32~16 may degrade the positioning accuracy, while the measurement size and signaling overhead shrink to (approximately) 1/8 ~ 1/16 that of Nt=N't=256. 

· Positioning error of N't=32 is 1.15 ~ 1.69 times the positioning error of Nt=N't=256;

· Positioning error of N't=16 is 1.04 ~ 2.67 times the positioning error of Nt=N't=256;

· Reducing N't from 256 to 9 degrade the positioning accuracy, while the measurement size and signaling overhead shrink to (approximately) 1/32 that of Nt=N't=256. 

· Positioning error of N't=9 is 1.66 ~ 4.40 times the positioning error of Nt=N't=256;

Observation

Evaluation shows that AI/ML assisted positioning with timing information (e.g., ToA) as model output is robust to certain label error based on evaluation results of L in the range of (0, 5) meter. The exact range of label error that can be tolerated depends on the positioning accuracy requirement, where tighter positioning accuracy requirement demands smaller label error.

Observation

Evaluation shows that direct AI/ML positioning is robust to certain label error based on evaluation results of L in the range of (0, 5) meter. The exact range of label error that can be tolerated depends on the positioning accuracy requirement, where tighter positioning accuracy requirement demands smaller label error.

Observation
For AI/ML based positioning, evaluation results show that semi-supervised learning is helpful for improving the positioning accuracy when the same amount of ideal labelled data is used for supervised learning, and the number of ideal labelled data is limited.

Observation

For data collection of training dataset for AI/ML based positioning, for a given deployment scenario (e.g., InF-scenario, clutter parameter, drop) and with uniform UE distribution, the required sample density (e.g., #samples/m2) for achieving a given positioning accuracy target varies with AI/ML design choices including:

· different positioning approach (direct AI/ML, AI/ML-assisted), 

· different type of model input, 

· the size of model input,

· AI/ML complexity (model complexity and computational complexity).

Observation 

Evaluation results demonstrate that the performance of AI/ML positioning with the evaluation area as the convex hull of the horizontal BS deployment shows better performance than that with the whole hall area as evaluation area. This is due to: (a) convex hull case has higher sample density if using the same training dataset size, since convex hull has smaller UE distribution area; (b) for whole hall area, the UEs located outside the convex hull have diminished access to TRPs.

· For convex hull: UE distribution area = 100x40 m;

· For whole hall area: UE distribution area = 120x60 m

Observation

For the evaluation of direct AI/ML positioning, with Nt consecutive time domain samples used as model input, evaluation results submitted to RAN1#113 show that when CIR, PDP, or DP is used as model input, using different Nt while holding other parameters the same,  

· Reducing Nt from 256 to 128 does not appreciably degrade the positioning accuracy, while the measurement size and signaling overhead shrink to (approximately) 1/2 that of Nt=256.

· Positioning error of Nt=128 is 0.81 ~ 1.19 times the positioning error of Nt=256;

· Reducing Nt from 256 to 64~32 may degrade the positioning accuracy, while the measurement size and signaling overhead shrink to (approximately) 1/4 ~1/8 that of Nt=256, respectively. 

· Positioning error of Nt=64 is 0.88 ~ 3.00 times the positioning error of Nt=256;

· Positioning error of Nt=32 is 1.05 ~ 4.29 times the positioning error of Nt=256;

· Note: the variation in the positioning accuracy depends on each company's simulation assumption (e.g., AI/ML complexity).

Observation

For direct AI/ML positioning, the evaluation of positioning accuracy at model inference is affected by the type of model input and AI/ML complexity. For a given AI/ML model design, there is a tradeoff between model input, AI/ML complexity (model complexity and computational complexity), and positioning accuracy. Evaluation results submitted up to RAN1#113 show that if changing model input type while holding other parameters (e.g., Nt, N't, Nport, N'TRP) the same, 

· When comparing PDP and CIR as model input, 

· Six sources (MediaTek R1-2305659, vivo R1-2304475, ZTE R1-2302538, Ericsson R1-2304339, Apple R1-2306112, InterDigital R1-2305123) showed evaluation results where the positioning error of PDP as model input is 1.10 ~ 1.62 times the positioning error of CIR as model input.

· Four sources (MediaTek R1-2305659, Apple R1-2306112, Huawei R1-2305332, Nokia R1-2300608) showed evaluation results where the positioning error of PDP as model input is 0.61 ~ 0.96 times the positioning error of CIR as model input.

· When comparing DP and CIR as model input, 

· Three sources (vivo R1-2304475, Ericsson R1-2304339, Apple R1-2306112) showed evaluation results where the positioning error of DP as model input is 1.18 ~ 1.96 times the positioning error of CIR as model input.

· Two sources (Apple R1-2306112, Qualcomm R1-2305332) showed evaluation results where the positioning error of DP as model input is 0.79~0.92 times the positioning error of CIR as model input.

· Note: For Apple R1-2306112, the difference in relative performance is due to the complexity of the AI/ML model. 
· Note: the variation in the positioning accuracy depends on each company's simulation assumption (e.g., AI/ML complexity).

Observation

For the evalution of direct AI/ML positioning, when N't time domain samples with the strongest power are selected as model input, evaluation results submitted to RAN1#113 show that: 

· For model input of CIR or PDP and Nt=256, using different N't while holding other parameters constant,

· Reducing N't from 256 to 64 does not appreciably degrade the positioning accuracy, while the measurement size and signaling overhead shrink to (approximately) 1/4  that of Nt=N't=256.

· Positioning error of N't=128 is 1.02 ~ 1.07 times the positioning error of Nt=N't=256;

· Positioning error of N't=64 is 1.02 ~ 1.21 times the positioning error of Nt=N't=256;

· Reducing N't from 256 to 32~16 degrade the positioning accuracy, while the measurement size and signaling overhead shrink to (approximately) 1/8 ~ 1/16 that of Nt=N't=256. 

· Positioning error of N't=32 is 1.14 ~ 2.03 times the positioning error of Nt=N't=256;

· Positioning error of N't=16 is 1.12 ~ 2.54 times the positioning error of Nt=N't=256;

· Reducing N't from 256 to 9~8 degrade the positioning accuracy, while the measurement size and signaling overhead shrink to (approximately) 1/32 that of Nt=N't=256. 

· Positioning error of N't=9~8 is 1.42 ~ 3.29 times the positioning error of Nt=N't=256;

· For model input of DP and Nt=256, using different N't while holding other parameters constant, 

· One source (Ericsson R1-2304339) showed that reducing N't from 64 to 32 does not degrade the positioning accuracy while the measurement size and signaling overhead shrink by (approximately) 1/2.

· Positioning error of N't=32 is 1.03 times the positioning error of N't=64.
· Note: the evaluation results based on the other model input (e.g., multiple path) can be added in next meeting
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9.2.4.2 Other aspects on AI/ML for positioning accuracy enhancement

Including potential specification impact.
Observation
Regarding ground truth label generation for AI/ML based positioning, multiple sources submitted evaluation results on the impact of ground truth label for training obtained by existing NR RAT-dependent positioning methods. Feasibility and performance benefit of utilizing ground truth label for training estimated by existing NR RAT-dependent positioning methods are observed.
· Source 1 ([R1-2304475]) evaluated in InF-DH {40%, 2, 2} and showed that AI/ML model can be trained with noisy labels along with the corresponding quality estimated by the legacy positioning methods, to improve positioning performance from  3.73m@90% (5k ideal label) to 1.72m @90% (5k ideal label + 20k noisy label). It also showed that the performance benefit compared to semi-supervised training of 2.78m @90% (5k ideal label + 20k unlabeled data). Note that training data weighting is used with label quality indicator.

· Source 2 ([R1-2305332]) evaluated in InF-DH {60%, 6, 2} and showed that the performance of direct AI/ML positioning with 1k clean labelled samples improves from 13.76m to 8.72m when considering additional 350 samples that are labelled using NR-RAT positioning method. Note that the label error is up to 3.5m.

· Source 3 ([R1-2305463]) evaluated in both InF-DH {60%, 6, 2} and InF-DH {40%, 2, 2} and showed performance loss when compared to all ideal label case. For example it showed in InF-DH {40%, 2, 2} the accuracy degrades from 0.39m @90% (100% ideal label) to 2.10m @90% (50% ideal label and 50% label obtained by existing DL-TDOA scheme). Note that noisy label is treated the same as ideal label in training.

Agreement
Regarding ground truth label generation for AI/ML based positioning, the following options of entity to generate ground truth label are identified when beneficial and necessary (e.g., limited PRU availability) 
· UE with estimated/known location generates ground truth label and corresponding label quality indicator

· based on non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods

· At least for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)

· Network entity generates ground truth label and corresponding label quality indicator

· based on non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods 

· At least for UE-assisted/LMF-based positioning with LMF-side model (Case 2b),  NG-RAN node assisted positioning with gNB-side model (Case 3a) and NG-RAN node assisted positioning with LMF-side model (Case 3b)

· Note: user data privacy needs to be preserved

Agreement
For assisted AI/ML positioning with UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a), at least the following types of model inference output are identified as candidates providing performance benefits

· Timing estimation

· FFS potential specification impact including details of report to LMF, e.g., time difference relative to a reference time, soft information report
· FFS applicability for DL-TDOA, UE/gNB RTT and UL-RTOA
· Note: the report to LMF is derived based on and maybe different from the model inference output

· LOS/NLOS indicator
· FFS potential specification impact (if any w.r.t. existing measurement report)
· FFS RSRPP

Agreement

Regarding AI/ML model monitoring for AI/ML based positioning, the following entities are identified as candidates to derive monitoring metric in addition to entities from previous agreement
· LMF for Case 2a (with UE-side model) and Case 3a (with gNB-side model) at least when monitoring is based on provided ground truth label (or its approximation)
Agreement

Regarding monitoring for AI/ML based positioning, at least the following monitoring methods with potential specification impact are identified

· Model monitoring based on provided ground truth label (or its approximation)
· Monitoring metric: statistics of the difference between model output and provided ground truth label

· FFS details of statistics

· For monitoring UE-side and gNB-side model

· signaling from monitoring entity to request ground truth label (if needed)

· signaling from monitoring entity to request model output (if needed)

· signaling for potential request/report of monitoring metric (if needed)

· Note: there may not be any specification impact

· For monitoring LMF-side model

· signaling from LMF to request measurement(s) (if needed)

· FFS applicability to each case (Case 1 to 3b)

· Model monitoring without ground truth label
· Monitoring metric: 
· FFS: statistics of measurement(s) compared to the statistics associated with the training data, statistics associated with the model output

· FFS details of statistics

· FFS details of what type of measurement(s)

· For monitoring UE-side and gNB-side model

· signaling from LMF to facilitate the monitoring entity to derive the monitoring metric (if needed)

· signaling from monitoring entity to request measurement(s) (if needed)

· signaling for potential request/report of monitoring metric (if needed)

· Note: there may not be any specification impact

· For monitoring LMF-side model

· signaling from LMF to request measurement(s) (if needed)

· FFS applicability to each case (Case 1 to 3b)
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