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1. Introduction
In this contribution concern related to the Evaluation of AI/ML for Positioning accuracy enhancement, Agenda Item 9.2.4.1 is present. At the RAN1 #112-b(e) meeting, some agreements on simulation assumption, KPI, and further research direction have been concluded, which are listed below:
	Agreement
For both direct AI/ML positioning and AI/ML assisted positioning, companies include the evaluation area in their reporting template, assuming the same evaluation area is used for training dataset and test dataset.
Note: 
· Baseline evaluation area for InF-DH = 120x60 m.
· if different evaluation areas are used for training dataset and test dataset, they are marked out separately under “Train” and “Test” instead. 

Table X. Evaluation results for AI/ML model deployed on [UE or network]-side, [with or without] model generalization, [short model description], UE distribution area = [e.g., 120x60 m, 100x40 m]
	Model input
	Model output
	Label
	Clutter param
	Dataset size
	AI/ML complexity
	Horizontal positioning accuracy at CDF=90% (meters)

	
	
	
	
	Train
	Test
	Model complexity
	Computation complexity
	AI/ML

	
	
	
	
	
	
	
	
	



Table X. Evaluation results for AI/ML model deployed on [UE or network]-side, [short model description], UE distribution area = [e.g., 120x60 m, 100x40 m] 
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Test
	Train
	Test
	Model complexity
	Computation complexity
	AI/ML

	
	
	
	
	
	
	
	
	
	



Agreement
The agreement made in RAN1#110 AI 9.2.4.1 is updated by adding additional note:
Note: if complex value is used in modelling process, the number of the model parameters is doubled, which is also applicable for other AIs of AI/ML
Agreement
For both the direct AI/ML positioning and AI/ML assisted positioning, study the model input, considering the tradeoff among model performance, model complexity and computational complexity.
· The type of information to use as model input. The candidates include at least: time-domain CIR, PDP.
· The dimension of model input in terms of NTRP, Nt, and Nt’.
· Note: For the direct AI/ML positioning, model input size has impact to signaling overhead for model inference.

Agreement
For direct AI/ML positioning, study the performance of model monitoring methods, including:
· Label based methods, where ground truth label (or its approximation) is provided for monitoring the accuracy of model output.
· Label-free methods, where model monitoring does not require ground truth label (or its approximation).

Agreement
For AI/ML assisted approach, study the performance of label-free model monitoring methods, which do not require ground truth label (or its approximation) for model monitoring.
Conclusion
· No dedicated evaluation is needed for the positioning accuracy performance of model switching
· It does not preclude future discussion on model switching related performance

Agreement
For direct AI/ML positioning, study the impact of labelling error to positioning accuracy  
· The ground truth label error in each dimension of x-axis and y-axis can be modeled as a truncated Gaussian distribution with zero mean and standard deviation of L meters, with truncation of the distribution to the [-2*L, 2*L] range. 
· Value L is up to sources. 
· Other models are not precluded
· [Whether/how to study the impact of labelling error to label-based model monitoring methods]
· [Whether/how to study the impact of labelling error for AI/ML assisted positioning.]

Observation
Evaluation of the following generalization aspects show that the positioning accuracy of direct AI/ML positioning deteriorates when the AI/ML model is trained with dataset of one deployment scenario, while tested with dataset of a different deployment scenario. 
· The generalization aspects include:
· Different drops 
· Different clutter parameters 
· Different InF scenarios
· Network synchronization error 
· Companies have provided evaluation results which show that the positioning accuracy on the test dataset can be improved by better training dataset construction and/or model fine-tuning/re-training.
· Better training dataset construction: The training dataset is composed of data from multiple deployment scenarios, which include data from the same deployment scenario as the test dataset. 
· Model fine-tuning/re-training: the model is re-trained/fine-tuned with a dataset from the same deployment scenario as the test dataset.
Note: ideal model training and switching may provide the upper bound of achievable performance when the AI/ML model needs to handle different deployment scenarios.



2. Observation and Proposals:
 In this contribution, we present our simulation results and observations to demonstrate the performance gain of    applying AI/ML technology onto positioning for various scenarios.
Observation-1: When the training dataset and inference dataset are from different scenario the performance of AI/ML model is poor.
Observation-2: The major challenge in AI/ML based positioning is good quality for model training and testing/validation is a good quality data with accurate information.
Observation-3: From analysis we observe that the user area density (training dataset size ) has high imact on training of AI/ML model to get a better performance accuracy.
Observation-4: In AI/ML based positioning method, it is not clear as how to ensure that the provided training dataset is utilized in such a manner which ensures the optimal performance of AI/ML model.
Observation-5: From the evaluation results, it is observed that Direct AI/ML-based positioning provides reliable positioning accuracy under both heavy and moderate NLOS conditions.
Observation-6:  When the inference dataset and the training dataset are from different drops, Direct AI/ML-based positioning model provides poor performance.
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                         Fig-1: cdf plot for different drops of training and inference data
Observation-7: When there is a SNR mismatch between the inference dataset and training dataset the AI/ML based positioning model performance  degrades.
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                                Fig-2: cdf plot for SNR mismatch of training and inference data
Observation-8: From the evaluation result, it is observed that the performance of AI/ML model for the inference dataset with channel estimation error is better than the inference dataset without channel estimation error.
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                             Fig-3: cdf plot for channel estimation error
From our study and simulation results we have following proposals:
Proposal-1: For the evaluation on AI/ML-based Direct positioning results, support both CIR and PDP as the model inputs. 
Proposal-2: For  reporting the model input dimension NTRP  * Nport * N’t  of CIR and PDP it is import to report,how to report timing information for N’t.
For the model input used in evaluations of AI/ML based positioning, we used time-domain channel impulse response (CIR) and power delay profile (PDP) both as model inputs. In the evaluation, we use the dimension of model input, NTRP* Nport * Nt. Accordingly, with the considered input dimensions, we trained the model considering PDP and CIR. For different input selections, we tested the trained model and concluded that CIR and PDP give approximately the same model performance. Therefore, we propose that CIR and PDP can be considered as model inputs.
However, from previous meeting it is agreed that to report the dimension of model input dimension as  NTRP* Nport * N’t , it is clear how to report the timing information for considering N’t samples whether it will be the corresponding the strongest value or the after arranging them in them in ascending or descending order or it will be the successive timing information.
Proposal-3: For AI/ML based positioning evaluate the impact of SNR mismatch and channel estimation error on the positioning accuracy of the AI/ML model.
We trained the model with a 15dB SNR and investigated the performance sensitivity of the trained model to inference datasets generated with different values of SNR (more specifically, a lower SNR value than assumed for training). We observed that the model performance is sensitive to changes in the operating SNR. From our observation and analysis, we concluded that a change in SNR has a significant impact on positioning accuracy; therefore, we cannot ignore the SNR mismatch. Hence, we propose to consider the impact of a change in the operating SNR during training the model.
Due to the rich information contained, such as the first-path feature and fingerprint feature, using CIR as the input to the AI/ML model yields the best inference accuracy for AI/ML-based positioning. We evaluated the model under the assumption of ideal CIRs, with channel estimation error for model training and testing, and observed the model's performance. In practice, it is impossible to obtain the ideal CIR by measurement. Here, we focus on the evaluation of the impact of the CIR estimation error on positioning performance of AI/ML positioning.

Proposal-4: To evaluate the performance of both direct AI/ML positioning and AI/ML-assisted positioning, the delay profile (DP) can be used as an input for the model with a subset of N't delays, where N't is less than the total number of delays (Nt).
When working with delay profile (DP) data in AI/ML positioning models, it may not be necessary to use all the available delays. By selectively considering a subset of the delays, the model can still capture the relevant features of the DP, while reducing the computational complexity and memory requirements. This can be especially important in real-world scenarios where computational resources are limited or where real-time positioning is required.
To optimize the performance of AI/ML models for positioning applications, it's important to carefully select the subset of delays used in the model. By doing so, the most informative delays that contribute the most to the accuracy of the model can be identified. This approach can lead to more efficient and effective models that are better suited to real-world use cases.
Proposal-5: For AI/ML assisted positioning with AOA/AOD as model output, study the impact of the labelling error to Angle estimation accuracy and /or positioning accuracy considering the location error to be modeled as a truncated Gaussian distribution with zero mean and standard deviation of L meters, with truncation of the distribution to the [-2*L, 2*L] range.
The ground truth label error of AOA can be influenced by location error, as the angle of arrival is influenced by the position of the receiving antenna relative to the transmitting antenna. Any error in the position of the receiving antenna will introduce a corresponding error in the calculated angle of arrival. Therefore, to model the impact of location error on AOA accuracy, we can represent the location error in each dimension of x-axis and y-axis as a truncated Gaussian distribution with zero mean and standard deviation of L meters, with truncation of the distribution to the [-2L, 2L] range. The value of L can be specified by the sources of the error. By studying the effects of this labeling error on the accuracy of AOA, we can evaluate the extent to which location error affects the reliability of the calculated angle of arrival and, consequently, the accuracy of the overall positioning system.
3. Performance Evaluation on the Impact of Labeling Error
At the RAN1#110 meeting, it was agreed that:
Agreement
When providing evaluation results for AI/ML based positioning, participating companies are expected to describe data labelling details, including:
· Imperfection of the ground truth labels, if any
At the RAN1#112 meeting, it was agreed that:
Agreement
For direct AI/ML positioning, study the impact of labelling error to positioning accuracy  
· The ground truth label error in each dimension of x-axis and y-axis can be modeled as a truncated Gaussian distribution with zero mean and standard deviation of L meters, with truncation of the distribution to the [-2*L, 2*L] range. 
· Value L is up to sources. 
· Other models are not precluded
· [Whether/how to study the impact of labelling error to label-based model monitoring methods]
· [Whether/how to study the impact of labelling error for AI/ML assisted positioning.
To achieve accurate positioning using AI/ML techniques, it is important to consider the possibility of measurement errors in the ground truth labels. Such errors can result in noisy labels and adversely affect the performance of AI/ML models trained on them, due to the presence of incorrect prior knowledge. Therefore, evaluating the impact of labeling errors on AI/ML-based positioning is essential for achieving optimal performance.
Theoretically the labeling error to ground truth label can be added as follows：
                                                            [image: 12§display§x' , y' =  \left(x + error , y + error \right)§svg§600§FALSE§]
where error is modeled as a truncated Gaussian distribution with zero-mean and standard deviation of L meters.
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fig.4: Evaluation of the impact of labeling error on positioning accuracy
[bookmark: _Ref115426586]                        Table -1: Evaluation results for AI/ML model  with distribution area = [120x60 m]
	Model input
	Model output
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	Train
	Test
	Train
	test
	AI/ML

	CIR
	Position
	Std = 5
	0
	9k
	k
	6

	CIR
	Position
	Std = 10
	0
	9k
	1k
	8









Observation-9: It is observed that AI/ML based positioning is sensitive to labelling noise. Therefore it is important to consider and identify the labelling error before the data collection.

4. Conclusions
Observation-1: When the training dataset and inference dataset are from different scenario the performance of AI/ML model is poor.
Observation-2: The major challenge in AI/ML based positioning is good quality for model training and testing/validation is a good quality data with accurate information.
Observation-3: From analysis we observe that the user area density (training dataset size ) has high imact on training of AI/ML model to get a better performance accuracy.
Observation-4: In AI/ML based positioning method, it is not clear as how to ensure that the provided training dataset is utilized in such a manner which ensures the optimal performance of AI/ML model.
Observation-5: From the evaluation results, it is observed that Direct AI/ML-based positioning provides reliable positioning accuracy under both heavy and moderate NLOS conditions.
Observation-6:  When the inference dataset and the training dataset are from different drops, Direct AI/ML-based positioning model provides poor performance.
Observation-7: When there is a SNR mismatch between the inference dataset and training dataset the AI/ML based positioning model performance  degrades.
Observation-8: From the evaluation result, it is observes that the performance of AI/ML model for inference dataset with channel estimation error is better than the  inference dataset without channel estimation error.
Observation-9: It is observed that AI/ML based positioning is sensitive to labelling noise. Therefore it is important to consider and identify the labelling error before the data collection.
Proposal-1: For the evaluation on AI/ML-based Direct positioning results, support both CIR and PDP as the model inputs. 
Proposal-2: For  reporting the model input dimension NTRP  * Nport * N’t  of CIR and PDP it is import to report,how to report timing information for N’t.
Proposal-3: For AI/ML based positioning evaluate the impact of SNR mismatch and channel estimation error on the positioning accuracy of the AI/ML model.
Proposal-4: To evaluate the performance of both direct AI/ML positioning and AI/ML-assisted positioning, the delay profile (DP) can be used as an input for the model with a subset of N't delays, where N't is less than the total number of delays (Nt).
Proposal-5: For AI/ML assisted positioning with AOA/AOD as model output, study the impact of labelling error to Angle estimation accuracy and /or positioning accuracy considering the location error to be modeled as a truncated Gaussian distribution with zero mean and standard deviation of L meters, with truncation of the distribution to the [-2*L, 2*L] range.
[bookmark: _Ref71620620][bookmark: _Ref124589665][bookmark: _Ref124671424]5. References
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[bookmark: _Ref110862461][bookmark: _Ref118491625]Appendix A
[bookmark: _Ref110539202][bookmark: _Ref101883423]Simulation assumptions for the evaluated sub use cases:
	
	FR1 Specific Values 
	FR2 Specific Values

	Channel model
	InF-DH
	InF-DH

	Layout 
	Hall size
	InF-DH: 
(baseline) 120x60 m
(optional) 300x150 m

	
	BS locations
	18 BSs on a square lattice with spacing D, located D/2 from the walls.
-	for the small hall (L=120m x W=60m): D=20m
-	for the big hall (L=300m x W=150m): D=50m
[image: ]

	
	Room height
	10m

	Total gNB TX power, dBm
	24dBm
	24dBm
EIRP should not exceed 58 dBm

	gNB antenna configuration
	(M, N, P, Mg, Ng) = (1, 1, 1 1, 1), dH=dV=0.5λ – Note 1
Note: Other gNB antenna configurations are not precluded for evaluation
	(M, N, P, Mg, Ng) = (4, 8, 2, 1, 1), dH=dV=0.5λ – Note 1
One TXRU per polarization per panel is assumed

	gNB antenna radiation pattern
	Single sector – Note 1
	3-sector antenna configuration – Note 1

	Penetration loss
	0dB

	Number of floors
	1

	UE horizontal drop procedure
	Uniformly distributed over the horizontal evaluation area for obtaining the CDF values for positioning accuracy, The evaluation area should be selected from
- (baseline) the whole hall area, and the CDF values for positioning accuracy is obtained from whole hall area.
- (optional) the convex hull of the horizontal BS deployment, and the CDF values for positioning accuracy is obtained from the convex hull.

	UE antenna height
	Baseline: 1.5m
(Optional): uniformly distributed within [0.5, X2]m, where X2 = 2m for scenario 1(InF-SH) and X2=[image: ][image: ] for scenario 2 (InF-DH)  

	UE mobility
	3km/h 

	Min gNB-UE distance (2D), m
	0m

	gNB antenna height
	Baseline: 8m
(Optional): two fixed heights, either {4, 8} m, or {max(4,[image: ][image: ]), 8}.

	Clutter parameters: {density [image: ][image: ], height [image: ][image: ],size [image: ][image: ]}
	High clutter density:
- {40%, 2m, 2m} 
- {60%, 6m, 2m}

	Note 1:	According to Table A.2.1-7 in TR 38.802
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