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1 Introduction
[bookmark: _Hlk111120272]In RAN#112bis-e, the following agreements, conclusions, and working assumptions were adopted regarding CSI feedback enhancement. For general CSI enhancement evaluation, the following items apply:

Observation 
· For the AI/ML based CSI prediction, till the RAN1#112bis-e meeting, 
· 11 sources (Note *) show that the AI/ML-based CSI prediction outperforms the benchmark of the nearest historical CSI, wherein		
· 5 sources (Note **) show the gain of 14% ~ 26.47% using raw channel 		matrix as input.	
· 2 sources (Note ***) show the gain of 5.64% ~ 9.49% using precoding 		matrix as input, which is in general worse than using raw channel 		matrix as input
· Note 1: spatial consistency is adopted in 1 source (Note ****) and not adopted in 5 sources (Note *****).
· Note 2: the above results are based on the following assumptions		
· [bookmark: _Int_qz9XYVgY]The observation window considers to start as early as 15ms~50ms.	
· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.		
· [bookmark: _Int_OMZdKnSc]UE speed is 30km/h.	
· [bookmark: _Int_fwRahTjX]The performance metric is SGCS in linear value for layer 1.
· Note *: Huawei, HiSilicon (R1-2302358), ZTE (R1-2302437), Spreadtrum Communications, BUPT, (R1-2302593), Nokia, Nokia Shanghai Bell (R1-2302628), CATT (R1-2302695), Fujitsu (R1-2302904), Samsung (R1-2303120), ETRI (R1-2303194), CMCC (R1-2303224), NVIDIA (R1-2303435), Apple (R1-2303475).
· Note **: ZTE (R1-2302437), Nokia, Nokia Shanghai Bell (R1-2302628), Spreadtrum Communications, BUPT (R1-2302593), NVIDIA (R1-2303435), 	Apple (R1-2303475).
· Note 	***: ZTE (R1-2302437), Fujitsu (R1-2302904).
· Note 	****: Nokia, Nokia Shanghai Bell (R1-2302628).
· Note 	*****: Huawei, HiSilicon (R1-2302358), ZTE (R1-2302437), ETRI 	(R1-2303194), CMCC (R1-2303224), Apple (R1-2303475).

Agreement
For the AI/ML based CSI prediction, for the submission of simulation results to the RAN1#113 meeting, 

· for Table 6. Evaluation results for CSI prediction without model 	generalization/scalability, companies are encouraged to take the following assumptions as baseline for the calibration purpose:		
· UE speed: 10km/h, 30km/h, 60km/h;	
· Others can be additionally submitted, e.g., 120km/h.	
· Input/Output type: Raw channel matrix		
· Other can be additionally submitted, e.g., eigenvectors.	
· Observation window: 5/5ms, 10/5ms		
· Other 	observation window configurations can be additionally submitted 			for comparison, e.g., 3/5ms, 4/5ms, 8/2.5ms, 10/4ms, etc.
· Prediction window: 1/5ms/5ms
· Other prediction window configurations can be additionally submitted for comparison, e.g., 3/5ms/5ms, 5/5ms/5ms, 4/2.5ms/2.5ms, 5/4ms/4ms, 			etc.		
· [bookmark: _Int_AET6r07K]Performance metric for intermediate KPI: SGCS
· [bookmark: _Int_Q4MO2Aun]NMSE can be additionally submitted.		
· Spatial consistency configuration (optional): procedure A with 50m 		decorrelation distance and channel updating periodicity of 1 ms.
· for 	Table 7. Evaluation results for CSI prediction with model 	generalization, companies are encouraged to take the following assumption as baseline for the calibration purpose:
· Performance metric for intermediate KPI: SGCS
· NMSE can be additionally submitted.	

2  CSI Prediction
[bookmark: _Int_qG5NO1Wc]Channel State Information (CSI) is a mechanism that a UE measure various radio channel quality and report to the base station. Due to time varying nature of channel and delays in computation, the channel varies between when it is learned at the base station and when it is used. This results in the aging of channel. Thus, CSI prediction can be performed and the main goal of it is to achieve a good prediction range into the future with minimal prediction error.

In this section, we discuss the evaluation methodology for AI based CSI prediction in time domain, including type of model and preliminary simulation results.

2.1 Evaluation Methodology

The AI-based CSI prediction is considered a regression problem where a range of output values is predicted. The model uses historical CSI data to forecast future CSI values within a prediction window. The input to the model is the historical CSI data, and the output is the predicted future CSI data. The CSI signals are assumed to have a time interval of 5ms and cover the entire RB.


Although CSI prediction has many advantages, it is a bit difficult to predict the future CSI. Since each CSI instance is a complex-valued matrix with huge dimensions, the number of parameters to be predicted for constructing future CSI is quite large.

[image: ]
Fig 1: Illustration of AI/ML based CSI prediction

As depicted in the figure, the AI/ML stores historic CSI of length L and predicts future CSI. In this example it stores the last 3 samples to perform prediction.

2.2 Simulation Parameters 

[bookmark: _Int_uRhtDHVI]In this section, we provide some simulation parameters for the task. The data is generated using Broadband Wireless Simulator (BWSim), and channel is modeled based on TR 38.901 for UMa scenario. 

Table-1:  System Level Simulation Assumptions
	Parameter
	Value

	Channel model
	SCM

	Scenario
	UMa (7 macrocell sites and 3 sectors per site)

	Carrier frequency
	2Ghz

	Simulation bandwidth
	10MHz

	Subcarrier spacing 
	15Khz
[bookmark: _Int_Zt37Cnaw](14 OFDM symbol slot)

	UE Speed
	 30 kmph

	CSI Periodicity
	3ms , 5 ms

	UE Configuration
	[1 1 1 2 2]

	Antenna configuration [Mg Ng M N P Mp Np]
	[1 1 8 8 2 2 8]




The parameters of the AI/ML model have also been presented. 100K samples of data were considered which is split in the ratio 90-10 for training and validation. Adam optimizer was used and NMSE was taken as loss function.

Table-2: Neural Network model parameters
	Parameter
	Value

	Batch Size
	16

	Number of epochs
	100

	Optimizer
	Adam

	Initial learning rate
	0.005 / 0.01 decay @ every epoch

	Training / validation split
	80% /20%

	Model architecture
	ConvLSTM3D 

	Loss Function 
	Normalised Mean Squared Error

	Metric
	Absolute Difference

	Input
	Raw channel matrix 

	Number of parameters
	7.1M



2.3 Preliminary results

2.3.1 SISO based CSI Prediction 

[bookmark: _Int_lJzClxoQ]                          In this configuration there is a single transmit and receive antenna. The simulation was performed for different lengths of observation window for a given prediction length. The model for SISO is a much simpler and smaller architecture than that for a MIMO based scenario.

 		For SISO configuration, CSI prediction was performed for UE speeds of 5kmph and 30kmph considering a periodicity of 5ms for various observation lengths. The prediction window was chosen to be single step.

Observation: For AI/ML-based SISO CSI prediction, an LSTM-based AI/ML model can be applied   	     for training.
[bookmark: _Int_w2lNtO7h] 		                      A simple LSTM model with an appropriate number of cells and layers is suitable for SISO based CSI prediction.
Table 3: NMSE of SISO CSI prediction for different CSI periodicity and observation length
	CSI Periodicity
(ms)
	Length of observation window
	NMSE (dB)

	
5ms
	5
	−20.7

	
	7
	- 21.2

	
	10
	-23.8



[image: ]
[bookmark: _Int_KqIwOH7Z]      Fig 2: CDF of NMSE for channel prediction 5 ms ahead for a UE velocity of 3kmph 

Table 4: NMSE of SISO CSI prediction for different CSI periodicity and observation length
	CSI Periodicity
(ms)
	Length of observation window
	NMSE (dB)

	
5ms
	5
	−7.134

	
	7
	- 8.3

	
	10
	-9.2




[image: ]
Fig 3: CDF of NMSE for channel prediction 5 ms ahead for a UE velocity of 30kmph


2.3.2 MIMO based CSI Prediction 

                          Extending the configuration to MIMO, the antenna configuration increases to 32 antenna ports at the base station and 4 antenna ports at the receiver with cross polarization. There exists a correlation among the antenna elements, which is exploited by the AI/ML model for prediction. The input to the model in this case is a high dimensional tensor accounting for all links in the system containing the time, frequency, and antenna information. 

 Table 5: NMSE of MIMO CSI prediction for different CSI periodicity and observation length
	CSI Periodicity
(ms)
	Length of observation window
	NMSE (dB)

	3ms
	3
	−8.54

	
	5
	- 9.44

	5ms
	3
	-10.21

	
	5
	-10.45



Observation: For AI/ML-based MIMO CSI prediction, a ConvLSTM-based AI/ML model can be applied for training.
A Convolutional - LSTM model is a combination of LSTM and convolution operation which performs higher dimensional convolution for every input. They can capture both the spatial and temporal features of the data.


[image: ]
Fig 4: CDF of NMSE for MIMO channel prediction 5 ms ahead for a UE velocity of 30kmph for a periodicity of 3ms.


[image: ]
Fig 5: CDF of NMSE for MIMO channel prediction 5 ms ahead for a UE velocity of 30kmph for a periodicity of 5ms.

Observation: For CSI prediction, the number of past observations is vital for prediction accuracy. The prediction accuracy increases for observation window within the coherence time of the channel. 

[bookmark: _Int_ZAQQDa83]The result shows that with more number of past instances the prediction seems to perform better.

Proposal-1: To study the trade-off between observation length and prediction length for different configurations.



     The number of past instances plays a role in prediction accuracy. But storing many past instances results in overhead, so a trade-off must be studied for length of observation window versus prediction length.

[bookmark: _Int_bZivq9LC]Observation: When the coherence time is less than the CSI-RS periodicity, the CSI prediction performance will degrade rapidly.
Observation: The amount of CSI samples plays a key role in CSI prediction. In this simulation, the model performed good when data was collected for a duration of 5 seconds, in contrast to longer durations. 
The dataset for a deep learning-based approach would be in the range of several hundred thousand. But in the case of wireless systems, data acquisition is the hardest part. To get a good result on a limited data size is a metric to look upon.


[image: ]
Fig 6: Channel variation for trues versus predicted between a transmit-receive link

Observation: For CSI prediction, the user mobility and coherence time are crucial factors for AI/ML model’s prediction accuracy.
Observation: For CSI prediction, the AI/ML model trained on a certain speed may not be generalized to other speeds.
Proposal: The solution to improve the generalization capability of AI model across different configurations/ scenarios could be further studied.
  As it stands, the study of generalization means having a training dataset which is inclusive of all configurations. However, this could result in storage overhead at UE side. Therefore, generalization regarding data availability must be studied.
Proposal: To study and monitor model training time for each configuration.
An AI/ML must converge to local minima to get trained. Therefore, the time taken to train the model can be reported back in the evaluation table. In this simulation, the model took approximately 1 second per epoch for a forward pass, which differs for various batch sizes. 


3. Conclusion:
Observation: For AI/ML-based SISO CSI prediction, an LSTM-based AI/ML model can be applied   	     for training.
Observation: For AI/ML-based MIMO CSI prediction, a ConvLSTM-based AI/ML model can be applied for training.
Observation: For CSI prediction, the number of past observations is vital for prediction accuracy. The prediction accuracy increases for observation window within the coherence time of the channel.
Observation: When the coherence time is less than the CSI-RS periodicity, the CSI prediction performance will degrade rapidly.
Observation: For CSI prediction, the user mobility and coherence time are key factors for AI/ML model’s prediction accuracy. 
Observation: For CSI prediction, the AI/ML model trained on a certain speed may not be generalized to other speeds.
Proposal: To study the trade-off between observation length and prediction length for different configurations.
Proposal: The solution to improve the generalization capability of AI model across different configurations/ scenarios could be further studied.
Proposal: To study and monitor model training time for each configuration.
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