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[bookmark: _Ref129681832]In RAN#94-e, the SI description of AI/ML for NR air interface was finalized. Up to RAN1#112bis-e, various agreements/conclusions related to specification impact of AI/ML for CSI feedback enhancement have been achieved. In this contribution, we discuss aspects related to pros and cons of different training types for CSI compression sub use case, and CSI configuration and reporting.

Discussion on Pros and cons for different training collaboration types for CSI compression
In RAN1#110 [1], the following three training collaborations for CSI compression sub use case were agreed:
Agreement

In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, respectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
Other collaboration types are not excluded. 

Further, in RAN1#112 [2], following conclusion was reached:
Conclusion
In CSI compression using two-sided model use case, further discuss the pros/cons of different offline training collaboration types including at least the following aspects: 
· Whether model can be kept proprietary 
· Requirements on privacy-sensitive dataset sharing 
· Flexibility to support cell/site/scenario/configuration specific model
· gNB/device specific optimization – i.e., whether hardware-specific optimization of the model is possible, e.g. compilation for the specific hardware
· Model update flexibility after deployment
· feasibility of allowing UE side and NW side to develop/update models separately
· Model performance based on evaluation in 9.2.2.1
· Whether gNB can maintain/store a single/unified model
· Whether UE device can maintain/store a single/unified model
· Extendability: to train new UE-side model compatible with NW-side model in use; Or to train new NW-side model compatible with UE-side model in use 
· Whether training data distribution can be matched to the device that will use the model for inference
· Whether device capability can be considered for model development
· Other aspects are not precluded
Note: training data collection and dataset/model delivery will be discussed separately
 

Further, in RAN1#112bis-e, companies gave their views on the above agreed pros and cons of different training collaboration types. In this section, we discuss some of the aspects that require further discussion using the summarized table from RAN1#112bis-e (Proposed observation 2-1-1(v3) [4]) as a starting point as suggested by FL.
Also, as suggested by FL, we have included our views for device agnostic and device specific Type-1 NW-sided training, and also for sequential type training with gradient exchange.
Device Specific vs Device Agnostic for Type-1 NW-side training
For the device-agnostic model, it is assumed that the trained UE-side model would be delivered to all UE devices for inference. As this model is not optimized for each specific device, this type of model may not give the best performance for all the devices. However, it can be agreed that such a model should be able to achieve minimum threshold (say, x) performance for most devices (say, at least y %). Or another view can be that a device-agnostic model should be deployed only in such scenarios where such a minimum performance is achievable.
Proposal-1:	(Option-a) Type-1 NW-side device-agnostic model should be trained/deployed to achieve a minimum x threshold performance for at least y% of user devices;
(Option-b) Type-1 NW-side device-agnostic model should be trained/deployed only in scenarios/cell/sites where a minimum x threshold performance by at least y% of user devices is achievable.
If this minimum performance criteria is satisfied, the issues related to model update flexibility, data distribution matching and compatibility can be mitigated to an extent, and the benefits of device agnostic model can be reaped properly.
For the device-specific model, the overhead and maintenance of models will be a burden. But the performance will be optimized for each device. 
Summary of pros and cons
Table-1 summarizes the rest of our views on different aspects for all the training types. The important changes made are highlighted in gray color.

Observation-1:
Table 1: Pros and cons for different training types
		    Training types

Characteristics
	Type 1
	Type 2
	Type 3
	Gradient exchange sequential

	
	NW-sided
	UE-sided
	
	NW first
	 UE first
	

	
	Device Agnostic
	Device Specific
	
	
	
	
	

	Whether model can be kept proprietary
	No
	No
	No
	Yes
	Yes (Note 3)  
	Yes (Note 3)
	Yes

	Whether require privacy-sensitive dataset sharing
	No (Note 1)
	No
	No
	No (Note 1)
	No (Note 1)
	No (Note 1)
	No

	Flexibility to support cell/site/scenario/configuration specific model
	Yes
	Yes
	Yes. With assisted information signaling. Less flexible than Type 1-NW side.

	Difficult
	Semi-flexible.
	Semi-flexible. With assisted information signaling
	Semi-flexible.

	Whether gNB/device specific optimization is allowed
	Yes (gNB specific), No (device specific)
	Yes
	Restricted
	Yes
	Yes
	Yes
	Yes

	Model update flexibility after deployment
	Flexible
(Should meet our Proposal 1 criteria)
	Semi Flexible
	Conditional, flexible with assisted information (note 4)
	Not flexible
(note 4)
	Semi-flexible

	Conditional semi-flexible, with assisted information
(note 4)
	Semi-flexible


	Feasibility of allowing UE side and NW side to develop/update models separately
	Limited
(Note 2)  
	Limited
	Limited 
(Note 2)
	Infeasible
	Feasible
	Feasible
	Infeasible

	Whether gNB can maintain/store a single/unified model for a CSI report configuration
	Yes
	Yes for gNB-side decoder
	No
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1

	Whether UE device can maintain/store a single/unified model for a CSI report configuration
	Yes
(device agnostic is anyways a common model, it will be transferred to UE)
	No
	Yes
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1

	Extendibility: to train new UE-side model compatible with NW-side model in use; Or to train new NW-side model compatible with UE-side model in use
	Yes, for NW-side model
	Limited
(Note 2)
	Limited
(Note 2)
	Limited
	Support
	Support
	Yes, for UE-side model

	Whether training data distribution can match the inference device
	Limited (our Proposal-1 criteria should satisfy)
	Conditional, with assisted information from UE
	Yes
	Yes
	
Conditional, with assisted information from UE
	Yes
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Limited (If our assumption in Proposal-1 is satisfied)
	Compatible
	Compatible
	Compatible 
	Compatible
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1



Note 1: Assume high accuracy PMI is not privacy sensitive data. FFS: other information such as channel matrix and assisted information. 
Note 2: For example, after deploying model 1 on the UE side, a new UE model can be obtained by using model 1 as the teacher model and using knowledge distillation method. Model 1 can also refer to a nominal model while the real deployed model can be developed based on the nominal model. 
Note 3: Assume information on model structure is not required to be disclosed in training collaboration type 3. 
Note 4: Flexibility after deployment is evaluated by the amount of offline cross-vendor co-engineering effort. Flexible indicates minimum additional co-engineering between vendors, semi-flexible indicates additional co-engineering effort between vendors. 

Discussion on topics with Inference related specification impact
Since RAN1# 109 meeting, following agreements have been reached on topics with inference related specification impacts on AI/ML Based CSI Compression.
Quantization/Dequantization
The following agreement regarding specification impact of Quantization/Dequantization on inference has been reached in RAN1#112bis-e [3].
Agreement
In CSI compression using two-sided model use case, further study the necessity and potential specification impact on quantization alignment, including at least: 
·   For vector quantization scheme, 
· The format and size of the VQ codebook
· Size and segmentation method of the CSI generation model output 
·     For scalar quantization scheme,
· Uniform and non-uniform quantization
· The format, e.g., quantization granularity, the distribution of bits assigned to each float.
· Quantization alignment using 3GPP aware mechanism


For the vector quantization scheme, discussion and finalization on VQ codebook needs to be achieved, which will consume more time as compared to deciding on scalar quantization scheme. Hence as a priority topic study scalar quantization scheme as a starting point.
Proposal 2: Study the necessity and potential specification impact on quantization alignment, with scalar quantization scheme as starting point.
For the scalar quantization scheme, the quantization granularity can vary for different possible CSI feedback payload size configured by gNB.
Further, for a given maximum payload size configured by gNB, the quantization granularity can further vary for layer specific and rank specific models.
Proposal 3:   For scalar quantization, study variation in quantization granularity for different possible CSI feedback payload sizes.
Proposal 4: For scalar quantization, study variation in quantization granularity per layer if layer specific model is used and maximum payload size is configured by gNB.
Proposal 5: For scalar quantization, study variation in quantization granularity per rank if rank specific model is used and maximum payload size is configured by gNB.

CSI reporting and configuration based on training collaboration type
As training collaboration types are still in discussion as mentioned in Section 2, different training collaboration types will impact the CSI feedback payload and configuration differently. Hence, the study of the effect of different collaboration types on CSI reporting and configuration should be taken up.
Observation 2: For different training collaboration types, different format/size of CSI feedback and different configuration may be required.
Proposal 6:  Study the effect of different collaboration types on CSI reporting and configuration in terms of at least. 
· UCI Payload size and format
· CSI configuration size and format
· Extra parameters for alignment of Pre/ Post Processing, quantization/dequantization etc. 
· CQI measurement and reporting type
Note:  Other options are not precluded. 
1. Conclusions
In this contribution, we discussed our view on pros and cons of different training types for CSI compression sub use case, and CSI configuration and reporting, and our observations and proposals are as follows:
Proposal-1:	(Option-a) Type-1 NW-side device-agnostic model should be trained/deployed to achieve a minimum x threshold performance for at least y% of user devices;
(Option-b) Type-1 NW-side device-agnostic model should be trained/deployed only in scenarios/cell/sites where a minimum x threshold performance by at least y% of user devices is achievable.

Observation-1:
Table 1: Pros and cons for different training types
		    Training types

Characteristics
	Type 1
	Type 2
	Type 3
	Gradient exchange sequential

	
	NW-sided
	UE-sided
	
	NW first
	 UE first
	

	
	Device Agnostic
	Device Specific
	
	
	
	
	

	Whether model can be kept proprietary
	No
	No
	No
	Yes
	Yes (Note 3)  
	Yes (Note 3)
	Yes

	Whether require privacy-sensitive dataset sharing
	No (Note 1)
	No
	No
	No (Note 1)
	No (Note 1)
	No (Note 1)
	No

	Flexibility to support cell/site/scenario/configuration specific model
	Yes
	Yes
	Yes. With assisted information signaling. Less flexible than Type 1-NW side.

	Difficult
	Semi-flexible.
	Semi-flexible. With assisted information signaling
	Semi-flexible.

	Whether gNB/device specific optimization is allowed
	Yes (gNB specific), No (device specific)
	Yes
	Restricted
	Yes
	Yes
	Yes
	Yes

	Model update flexibility after deployment
	Flexible
(Should meet our Proposal 1 criteria)
	Semi Flexible
	Conditional, flexible with assisted information (note 4)
	Not flexible
(note 4)
	Semi-flexible

	Conditional semi-flexible, with assisted information
(note 4)
	Semi-flexible


	Feasibility of allowing UE side and NW side to develop/update models separately
	Limited
(Note 2)  
	Limited
	Limited 
(Note 2)
	Infeasible
	Feasible
	Feasible
	Infeasible

	Whether gNB can maintain/store a single/unified model for a CSI report configuration
	Yes
	Yes for gNB-side decoder
	No
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1

	Whether UE device can maintain/store a single/unified model for a CSI report configuration
	Yes
(device agnostic is anyways a common model, it will be transferred to UE)
	No
	Yes
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1

	Extendibility: to train new UE-side model compatible with NW-side model in use; Or to train new NW-side model compatible with UE-side model in use
	Yes, for NW-side model
	Limited
(Note 2)
	Limited
(Note 2)
	Limited
	Support
	Support
	Yes, for UE-side model

	Whether training data distribution can match the inference device
	Limited (our Proposal-1 criteria should satisfy)
	Conditional, with assisted information from UE
	Yes
	Yes
	
Conditional, with assisted information from UE
	Yes
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Limited (If our assumption in Proposal-1 is satisfied)
	Compatible
	Compatible
	Compatible 
	Compatible
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1



Proposal 2: Study the necessity and potential specification impact on quantization alignment, with scalar quantization scheme as starting point.
Proposal 3:   For scalar quantization, study variation in quantization granularity for different possible CSI feedback payload sizes.
Proposal 4: For scalar quantization, study variation in quantization granularity per layer if layer specific model is used and maximum payload size is configured by gNB.
Proposal 5: For scalar quantization, study variation in quantization granularity per rank if rank specific model is used and maximum payload size is configured by gNB.
Observation 2: For different training collaboration types, different format/size of CSI feedback and different configuration may be required.
Proposal 6:  Study the effect of different collaboration types on CSI reporting and configuration in terms of at least. 
· UCI Payload size and format
· CSI configuration size and format
· Extra parameters for alignment of Pre/ Post Processing, quantization/dequantization etc. 
· CQI measurement and reporting type
Note:  Other options are not precluded. 
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