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Introduction
[bookmark: _Ref473802466][bookmark: _Ref462669569]In the RAN#94 e-meeting, a new SI to study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface had been approved [1]. In the RAN1 #112bis-e meeting [2] and RAN1 #112 meeting [3], AI/ML model life cycle management (LCM) issues including potential specification impacts for beam management have been discussed. In this contribution, we further discuss the details of model performance monitoring and data collection for UE-side AI/ML model.
Discussion 
2.1 Data collection
In the RAN1#112bis-e meeting, the following agreements regarding the data collection for UE-side AI/ML model was made.
	Agreement
Regarding the data collection at UE side for UE-side AI/ML model, study the potential specification impact (if any) to initiate/trigger data collection from RAN1 point of view by considering the following options as a starting point
· Option 1: data collection initiated/triggered by configuration from NW
· Option 2: request from UE for data collection
· FFS: details



As agreed in the RAN1#110bis-e meeting [4], AI/ML performance monitoring, also known as model monitoring, is categorized into three types: UE-side performance monitoring, NW-side performance monitoring, and hybrid performance monitoring. In UE-side performance monitoring, the UE is responsible for evaluating its own performance and making decisions concerning various model-related operations such as model selection, activation, deactivation, switching, and fallback. On the other hand, NW-side performance monitoring involves the NW assessing the performance and making decisions regarding the aforementioned model-related operations. In hybrid performance monitoring, a combination of UE-side and NW-side elements comes into play. The UE calculates performance metrics, while the NW assumes the responsibility of decision-making regarding the model operations. Consequently, in the context of hybrid performance monitoring, an additional step arises where the UE reports the results of its performance calculations to the NW. This facilitates the synchronization of information between the UE and the NW, ensuring harmonized performance monitoring and decision-making processes.
For NW-side performance monitoring and hybrid performance monitoring, since the model decisions are made by the NW, the data collection for model training is determined by the NW itself, without requiring separate requests from the UE. This is related to Option 1 as agreed upon. However, in the case of UE-side performance monitoring, where the UE both calculates performance and makes monitoring decisions, it is necessary to report the data collection requests to the NW. This corresponds to Option 2 mentioned in the agreed-upon terms. For the both of options, some signaling/procedure should be enhanced, or new procedures may need to be introduced to enable the data collection function for model training.
In the case of Option 1, Rel-15 beam reporting framework can be reused for data collection either as is or with necessary improvements. For instance, if UE needs to report a larger number of beams and their corresponding measurement results, MAC CE or RRC-based beam reporting can also be considered. On the other hand, Option 2 may require an additional step is required where the UE initiates/triggers a data collection request to the NW. Therefore, we focus on Option 2, which pertains to the scenario where the UE requests data collection to the NW.
A few more aspects need to be discussed to further clarify Option 2. Firstly, the discussion should cover the RS transmission mechanism related to data collection triggered by the UE. For example, when the UE requests RS transmission for a data collection, the gNB verifies the UE's request and performs the RS transmission. Additionally, it is important to discuss the response signaling from the gNB to the UE, as well as the overall behavior of the UE after the data collection request. Since this can be considered an event-based request, defining criteria is necessary. Threshold values such as threshold throughput, threshold RSRP, or threshold intermediate KPIs can be considered for establishing the criteria. Furthermore, a criterion need to be defined for determining cases where data collection is required instead of model switching.
Proposal 1: Regarding UE-side performance monitoring and data collection for UE-side AI/ML model, study necessity, benefits and beam-management-specific potential specification impact on the following additional aspects
· RS transmission mechanism triggered by UE, e.g., if UE requests RS transmission, gNB confirms the request from UE and proceeds the corresponding RS transmission 
· Response signaling of gNB and corresponding UE behavior after the request
· Criteria for the event-driven request, e.g., threshold throughput, threshold RSRP or threshold intermediate KPIs, including a criterion to determine when data collection rather than model switching is required.

2.2 Model monitoring
In the RAN1#112 meeting, the following agreement regarding UE-side performance monitoring for UE-side AI/ML model was made.
	Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding UE-side performance monitoring, study the following aspects as a starting point including the study of necessity and feasibility:
· Indication/request/report from UE to gNB for performance monitoring
· Note: The indication/request/report may be not needed in some case(s)
· Configuration/Signaling from gNB to UE for performance monitoring 
· Other aspect(s) is not precluded



In the case of UE-side performance monitoring, which takes into account both individual UE-side performance and network-side performance optimization, it may be necessary for the UE to report monitoring decisions and seek approval from the NW. This entails discussions on the mechanism and signaling associated with model monitoring decisions. For instance, the UE collects data for performance monitoring, calculates monitoring KPIs, makes a monitoring decision, and reports it to the NW. If the NW approves the decision, it provides instructions to the UE for its execution, and subsequently, the UE carries out the approved decision. To facilitate this process, it is crucial to establish criteria that guide the UE in making decisions pertaining to model selection, activation, deactivation, switching, and fallback.
Specifically, when the UE makes a model decision after data collection, if it fails to achieve satisfactory performance due to insufficient data, it can request additional data collection from the NW without resorting to decisions such as model deactivation, switching, or fallback. In this scenario, it is essential to discuss the criteria for requesting additional data collection.
Moreover, since this process may be repeated, it is important to define the conditions that govern the duration for which additional data collection will be permitted. Factors such as time, availability of wireless resources, and failure count can be taken into account when determining these conditions.
Proposal 2: Regarding UE-side performance monitoring and monitoring decision for UE-side AI/ML model, study necessity, benefits and beam-management-specific potential specification impact on the following additional aspects
· Mechanism/signaling related to model monitoring decision, e.g., UE collects data for monitoring, calculates monitoring KPIs, makes monitoring decision, and reports the decision to NW; if the NW confirm the decision, the NW instruct the UE to execute the decision accordingly
· Criteria for the event-driven reporting, e.g., threshold KPIs, including a criterion to determine whether to activate/deactivate/switch/fallback a model or request additional data collection

2.3 Other aspects of LCM
In the RAN1#112 meeting, for BM-Case1 and BM-Case2 with a UE-side AI/ML model, it was agreed to investigate the potential impact on specifications for BM-Case1 and BM-Case2, which involve a UE-side AI/ML model. The focus was on studying how the network indicates or maps beams within Set A and Set B to the UE. In this contribution, we further address the association/mapping information based on the relationship between Set A and Set B. 
	Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study potential specification impact of AI model inference from the following additional aspects on top of previous agreements:
· Indication of the associated Set A from network to UE, e.g., association/mapping of beams within Set A and beams within Set B if applicable
· Beam indication from network for UE reception
· Note: The second bullet may or may not have additional specification impact (e.g., legacy mechanism may be reused).


[bookmark: _Ref130947228]
In the RAN1#110 meeting [5], it was agreed to consider different scenarios for BM-Case1, where Set A and Set B are not the same, and Set B is not a subset of Set A (Alt.1), as well as cases where Set B is a subset of Set A (Alt.2). For BM-Case2, it was agreed to consider scenarios where Set A and Set B are different and Set B is not a subset of Set A (Alt.1), where Set B is a proper subset but not equal to Set A (Alt.2), and where Set B is equal to Set A (Alt.3). Furthermore, in the RAN1#112bis-e meeting, there were additional discussions on the definition of Set B and the construction methods for all combinations of Set A and Set B.
It is essential for both the NW and UE to have a clear understanding of the relationship between Set A and Set B in order to facilitate AI/ML model training. This relationship determines the input-output mapping within the AI/ML model. Specifically, the RSRP values of the beams included in Set B serve as the input data for the AI/ML model, while the beams in Set A represent the predicted beam candidates from the model's output. By being aware of the association between Set A and Set B, the NW and UE can effectively perform AI/ML operations, utilizing the correct inputs and generating accurate outputs.
From the perspective of AI/ML model design, it is especially important to individually design and train the models for each case of Set A and Set B, particularly when Set A and/or Set B are variable. In this context, utilizing a unique model ID for each AI/ML model can serve to distinguish between different pairs of Set A and Set B.
Therefore, it is advantageous for the network to provide the UE with the AI/ML model ID, allowing the UE to deduce the association between Set B, used for beam measurements, and Set A, used for beam prediction. This methodology can be consistently implemented irrespective of the diverse constructions of Set A and Set B and connections between Set A and Set B deliberated during the RAN1#112bis-e meeting.
As a result, NW can provide the model ID to enable UE's AI/ML model selection/activation/deactivation/switching/fallback for LCM operations, while the UE can directly infer the relationship between Set A and Set B from the AI/ML model ID provided by NW. Additional discussions might be required to tackle potential specification concerns associated with this approach.
Proposal 3. For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study potential specification impact of the approach using AI/ML model ID for inferring the relationship between Set A and Set B.
Conclusions
In this contribution, we provided our view on specification impact on AI/ML for beam management and the followings are proposed.
Proposal 1: Regarding UE-side performance monitoring and data collection for UE-side AI/ML model, study necessity, benefits and beam-management-specific potential specification impact on the following additional aspects
· RS transmission mechanism triggered by UE, e.g., if UE requests RS transmission, gNB confirms the request from UE and proceeds the corresponding RS transmission 
· Response signaling of gNB and corresponding UE behavior after the request
· [bookmark: _GoBack]Criteria for the event-driven request, e.g., threshold throughput, threshold RSRP or threshold intermediate KPIs, including a criterion to determine when data collection rather than model switching is required.
Proposal 2: Regarding UE-side performance monitoring and monitoring decision for UE-side AI/ML model, study necessity, benefits and beam-management-specific potential specification impact on the following additional aspects
· Mechanism/signaling related to model monitoring decision, e.g., UE collects input for monitoring, calculates monitoring KPIs, makes monitoring decision, and reports the decision to NW; if the NW confirm the decision, the NW instruct the UE to execute the decision accordingly
· Criteria for the event-driven reporting, e.g., threshold KPIs, including a criterion to determine whether to activate/deactivate/switch/fallback a model or request additional data collection
Proposal 3. For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study potential specification impact of the approach using AI/ML model ID for inferring the relationship between Set A and Set B.
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