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In RAN#94e, AI/ML for NR SI was agreed to be studied for Rel-18 AI/ML NR [1].  Following sub-use cases in the SID aim to study the feasibility and potential specification impacts in RAN1. The details of the objective are shown in below.
	Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 


In this contribution, we further discuss technical aspects related to the CSI feedback enhancement to support the AI/ML for NR.
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[bookmark: _Toc423020280][bookmark: _Ref37339923]Training collaboration
For the training collaboration, RAN1 has discussed the pros and cons on all the types of AI/ML model training collaborations which have been agreed and compared each other for the CSI compression. As agreed in RAN1#110, there are three types of training collaborations in CSI compression using two-sided model use case, as seen followings:
	In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, respectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
· Other collaboration types are not excluded. 


In CSI compression using two-sided model use case, the following table captured in FL’s summary were used to discuss the pros/cons of different offline training collaboration types in last RAN1 meeting [2]:
		       Training types
Characteristics
	Type 1
	Type 2
	Type 3

	
	NW-sided
	UE-sided
	
	NW first
	 UE first

	Whether model can be kept proprietary
	No
	No
	Yes
	Yes (Note 3)  
	Yes (Note 3)

	Whether require privacy-sensitive dataset sharing
	No (Note 1)
	No
	No (Note 1)
	No (Note 1)
	No (Note 1)

	Flexibility to support cell/site/scenario/configuration specific model
	Yes
	Yes. With assisted information signaling. Less flexible than Type 1-NW side.

	Difficult
	Semi-flexible.
	[bookmark: _Hlk134718247]Semi-flexible. With assisted information signaling

	Whether gNB/device specific optimization is allowed
	Restricted
	Restricted
	Yes
	Yes
	Yes

	Model update flexibility after deployment
	Flexible
(note 4)
	Conditional, flexible with assisted information (note 4)
	Not flexible
(note 4)
	Semi-flexible

	Conditional semi-flexible, with assisted information
(note 4)

	Feasibility of allowing UE side and NW side to develop/update models separately
	Limited
(Note 2)  
	Limited 
(Note 2)
	Infeasible
	Feasible
	Feasible

	[bookmark: _Hlk134716575]Whether gNB can maintain/store a single/unified model for a CSI report configuration
	Yes No
	No
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1

	Whether UE device can maintain/store a single/unified model for a CSI report configuration
	No
	Yes
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1

	Extendibility: to train new UE-side model compatible with NW-side model in use; Or to train new NW-side model compatible with UE-side model in use
	Limited  
(Note 2)
	Limited
(Note 2)
	Limited
	Support
	Support

	Whether training data distribution can match the inference device
	[bookmark: _Hlk134709786]Conditional, with assisted information from UE for device specific model. 
	Yes
	Restricted
	
Conditional, with assisted information from UE
	
Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Yes for device specific model. No for device-agnostic model. 
	Limited Yes
	Compatible 
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1


Note 1: Assume high accuracy PMI is not privacy sensitive data. FFS: other information such as channel matrix and assisted information. 
Note 2: For example, after deploying model 1 on the UE side, a new UE model can be obtained by using model 1 as the teacher model and using knowledge distillation method. Model 1 can also refer to a nominal model while the real deployed model can be developed based on the nominal model. 
Note 3: Assume information on model structure is not required to be disclosed in training collaboration type 3. 
Note 4: Flexibility after deployment is evaluated by the amount of offline cross-vendor co-engineering effort. Flexible indicates minimum additional co-engineering between vendors, semi-flexible indicates additional co-engineering effort between vendors.  
Note 5: Yellow highlighted rows are for further discussion.  
In general, we are fine with most of the analysis in the above observation and would like to share our view on some controversial aspects which are highlighted by yellow colour in the table. 
For “Model update flexibility after deployment”, 
· For type 1 NW-sided, NW may control and update UE’s model after deployment when the wireless channel and scenarios changes. However, there could be some possibilities that the updated UE’s model provided by the NW may not be worked well at the UE-side due to software/hardware compatibility compared to that before deployment and UE capability (e.g., compiling). So, some additional co-engineering between vendors could be further required.
· For type 1 UE-sided, it looks the model update is much complexed than that of type 1 NW-sided since the UE device has some limitations of the UE processing capability and need some assisted information compared to NW-sided. In this case, a UE vendor may only rely on its own UEs in that cell and the data gathered from the UEs in that cell may need to be uploaded to another device for the UE-sided training. When considering these aspects of type 1 UE-sided, Type 1-UE side is surely less flexible than type-1 NW side.
· For type 2, due to the interaction related to the processing on training collaboration between the gNB and UE, UE vendor and network vendor need co-engineering effort. So, the model update after deployment would not be flexible.
· For type 3 UE-first, compared with Type 1 NW-sided joint training, UE side still needs to perform training in prior. However, it would allow more flexibility due to the less offline co-engineering, if the dataset sharing is performed over the air-interface, that the required dataset size of model update would be much less than that of model training.
For “Whether training data distribution can match the inference device”,
· For Type 1 NW-sided and Type 3 NW-first, it would be conditionally matched if assisted information from UE for device specific model is provided as it is mainly intended for the UE part model so that UE device specific information is needed for training. Meanwhile, either Type 1 UE side and Type 3 UE first for the training data distribution can match the inference device.
For “Whether gNB can maintain/store a single/unified model”,
· In general, we think for various training collaborations with other multiple features (e.g., area information, model retuning) gNB need to contain and maintain multiple models from UE/chipset vendors that would have different design preferences on the model structure due to different software/hardware capabilities, design etc. However, in fact, it may not be always true as gNB can just simply keep one unified pair of models, and only transfer CSI construction part to suitable UEs. Thus, it can be “Yes” within the table.
For “Whether UE device can maintain/store a single/unified model”
· For Type 1 NW-sided, UE device can maintain/store a single/unified model. We are not clear why it is considered “No” now in the table. In this case, if NW transfer the CSI generation part to a UE device, the UE can decide to adopt the CSI generation model as a single/unified model for CSI inference at least for a camped cell. 
For “Software/hardware compatibility”,
· The AI/ML model is always coupled with the software/hardware in a device. Particularly, if there is no closed co-engineering and/or the device-specific information from other side to one side where a specific part of the model structure is developed, the part of AI/ML model may not run successfully at one side. But, if the AI/ML model is designed to device-agnostic model, device capability may not be needed. 
Observation 1: For CSI compression using two-sided model use case, Type 1 NW side joint training may have following restrictions/issues mainly on the compatibility related to model and device:
· NW vendor may not freely develop the CSI generation model for UE, which may be restricted by UE device capabilities, model structure and pairing with the CSI reconstruction part and thereby result in sub-optimal performance of CSI compression based on AI/ML model
· NW may be restricted to maintain/store a single/unified model if there is no proper assisted information from multiple UE sides
Observation 2: For CSI compression using two-sided model use case, Type 1 UE side joint training incurs more challenges compared to that of NW side joint training
Observation 3: For training Type 3 of CSI compression, it seems be most flexible and compatible training Type among all the Types with the acceptable signaling overhead (e.g., With assisted information signaling)
Observation 4: For training Type 3 of CSI compression, it is important to study how to perform the dataset sharing/delivery between NW vendors and UE vendors, to avoid conflict on the data ownership 

Data collection
In RAN1#112, there were some agreements related to the data collection [3]. Firstly, we need to discuss how the data collection from NW and UE side and delivery of the dataset should be performed.
For the network/UE side data collection, how to gather the data set with high quality is one of important aspects to improve to the performance of the AI/ML model as well understood. For CSI compression-based AI/ML, enhanced CSI-RS can be considered for the data collection to generate the dataset with accurate ground-truth CSI as samples. The possible enhancements on top of the current CSI-RS configurations can be found by setting higher power CSI-RS or different CSI-RS resources in time/frequency domain or flexible CSI-RS transmission and reporting scheme. These enhancements to collect dataset with higher quality like more accurate ground-truth CSI should be performed for the training data collection which may not cause negative impacts such as additional overhead or reduced Tx power of other channels. So, during the training data collection, such enhanced CSI-RS to calculate the CSI as the label and normal CSI-RS for the CSI as the model input can be used for model training so that the input CSI measured from normal CSI-RS can map to a CSI measured from enhanced CSI-RS with higher CSI resolution. Accordingly, it can be considered that separate CSI-RS resources/report configurations are needed to enable the model training efficiently.
Proposal 1: For the network/UE side data collection, separate CSI-RS resources/report configurations can be considered for the improved model training and thereby derive the CSI with high resolution by inputting the CSI with low resolution.
For training collaboration type 3, additional dataset needs to be delivery from NW to UE in NW first training, and from UE side to NW side in UE first training. 
	Agreement
In CSI compression using two-sided model use case, further study the necessity and potential specification impact of the following aspects related to the ground truth CSI format for NW side data collection for model training:   
        Scalar quantization for ground-truth CSI
       FFS: any processing applied to the ground-truth CSI before scalar quantization, based on evaluation results in 9.2.2.1
        Codebook-based quantization for ground-truth CSI
       FFS: Parameter set enhancement of existing eType II codebook, based on evaluation results in 9.2.2.1
· Number of layers for which the ground truth data is collected. And whether UE or NW determine the number of layers for ground-truth CSI data collection.


For NW side data collection for model training, the agreement in above was made mainly for the data sample formats with either scalar quantization or codebook-based quantization for ground-truth CSI. When considering L1 and/or L3 signaling (e.g., RRC signaling) is applicable to monitoring data collection or training data collection, both scalar quantization and codebook-based quantization can be supported for the model monitoring purpose, while codebook-based quantization may be supported only for the model monitoring purpose since it may allow reporting UCI on PUSCH as L1 signaling, which leads to fast ground-truth CSI reporting for NW side data collection, and the model monitoring should recognize AI/ML model failure rapidly.
Regarding the number of layers for the ground-truth data, during offline training, a gNB may determine the number of rank and the index of layer for ground-truth CSI, which is different from legacy operation performed by UE. For model training in gNB side, which layer to feedback can be relied on various aspects including layer specific/common or rank specific/common model design, and the ground-truth CSI data from multiple UEs where they are designed differently including various algorithm designs (e.g., for RI or PMI determination) would be useful at least for training in NW perspective. 
For the any processing before scalar quantization, a processing at least including phase rotation can be adopted for first element of each eigen-vector to adjust the phase value of first element, so that it may affect to data collection format to be more efficient for data collection procedure since it does not need to be reported through the data collection format. However, it should be firstly justified by performance evaluation before further discussion.
Proposal 2: It would be beneficial for NW to determine the number of layers for the NW side data collection of ground-truth CSI for model training
Conclusion
In this section, we summarize our observation and proposals on AI/ML for CSI feedback enhancement as follows:
Observation 1: For CSI compression using two-sided model use case, Type 1 NW side joint training may have following restrictions/issues mainly on the compatibility related to model and device:
1. NW vendor may not freely develop the CSI generation model for UE, which may be restricted by UE device capabilities, model structure and pairing with the CSI reconstruction part and thereby result in sub-optimal performance of CSI compression based on AI/ML model
1. NW may be restricted to maintain/store a single/unified model if there is no proper assisted information from multiple UE sides
Observation 2: For CSI compression using two-sided model use case, Type 1 UE side joint training incurs more challenges compared to that of NW side joint training
Observation 3: For training Type 3 of CSI compression, it seems be most flexible and compatible training Type among all the Types with the acceptable signaling overhead (e.g., With assisted information signaling)
Observation 4: For training Type 3 of CSI compression, it is important to study how to perform the dataset sharing/delivery between NW vendors and UE vendors, to avoid conflict on the data ownership
Proposal 1: For the network/UE side data collection, separate CSI-RS resources/report configurations can be considered for the improved model training and thereby derive the CSI with high resolution by inputting the CSI with low resolution.
Proposal 2: It would be beneficial for NW to determine the number of layers for the NW side data collection of ground-truth CSI for model training
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